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Abstract. We present a high-performing authorship attribution system consisting 

of: (i) a novel fusion of two diverse contrastive learning approaches: neural su-

pervised batch contrastive learning [1] and large-margin nearest neighbors learn-

ing [2]; (ii) embedding-level and ranking-level combinations of attribution out-

puts. The ensemble system results in large performance gains (of the order of 

30% relative) compared to the best individual authorship attribution systems. The 

presented system had top performance in multiple official IARPA evaluations on 

authorship attribution. 
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1 Introduction 

Authorship attribution (AA) determines which author, from a known set, wrote a given 

text, using features like stylistic nuances, syntax, and word choice. It plays a crucial 

role in forensic linguistics, criminal investigations, literary analysis, and digital content 

verification. The distinctive 'signature' of an author transcends lexical choices it can 

include deeper structures and even subconscious language patterns [1, 2] 

The problem we tackle in this paper (which is one of the main tasks in the IARPA 

HIATUS project) is as follows: given a large corpus D of documents of known author-

ship, and given one or more documents written by a query author Q , the task is to come 

up with a ranking of the authors in D such that Q is among the highest-ranked authors. 

This is akin to the goal of Information Retrieval (IR), which rewards high-rank retriev-

als of relevant documents. We study two variations on this task: within-genre and cross-

genre authorship attribution. The only difference between these conditions is whether 

all documents in D and Q are written in the same genre or not. As expected (and, as we 

present in the Results section) the cross-genre condition is much more challenging, as 

differences in genre can interfere with and even “mask” authorship style.   

AA has traditionally focused on stylometric features such as n-grams, punctuation, 

whitespace usage, function word frequencies, part-of-speech tags. More recently, deep 

learning approaches, including convolutional neural networks (CNNs) and recurrent 
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neural networks (RNNs), have gained traction for their ability to learn complex patterns 

from large datasets [5–7]. These methods incorporate character and word embeddings, 

allowing for a more nuanced analysis of text.  More recent approaches involving BERT-

based models have been highly effective, particularly in handling large-scale datasets 

and diverse writing styles [7–10]. Various ensemble techniques have also been pro-

posed in AA to improve performance and robustness. Some of these methods combine 

predictions from multiple classifiers, while others utilize voting mechanisms with clas-

sifiers like Random Forest and XGBoost [11][12].  

In this paper, we propose an ensemble system that combines different attribution 

systems at both the embedding and ranking levels to improve AA performance.  Our 

approach demonstrates a 32% relative gain over individual component systems. This 

ensemble approach employs unique learning criteria and training methods to effectively 

handle variations in document length, genre, and context. Our main contribution is a 

novel fusion of learning approaches: the batch contrastive learning criterion [1] and the 

Large Margin Nearest Neighbor (LMNN) criterion [2], which jointly transfrom the doc-

ument embedding space for improved attribution performance. This novelty, along with 

a dual-level combination strategy, and a Multi-Similarity Miner to select challenging 

examples and GradCache for handling large batch sizes, distinguishes our ensemble 

system from other AA methodologies. Our ensemble system has proven highly effec-

tive in various AA scenarios, achieving top performance in multiple official IARPA 

evaluations on the HIATUS project. The paper is organized as follows: Section 2 out-

lines our system's structure and describes the methods used, and Section 3 presents the 

results obtained on within-genre and cross-genre datasets made available under the 

IARPA HIATUS program. 

2 System Design 

Our authorship attribution (AA) system employs an ensemble approach that inte-grates 

various individual AA subsystems. Please see Fig. 1 for a system-level diagram. The 

neural subsystems are based on a Siamese-BERT embedding architecture, with the sub-

systems trained using distinct methodologies and learning objec-tives.  System training 

is conducted on a diverse range of datasets, with a focus on authors who have written 

at least 100 documents. The datasets include RedditMUD, Yelp Reviews, Amazon 

Product Reviews, and others. To create additional training samples, longer documents 

are split into smaller ones. 

2.1 AA System I 

AA System I is an extension of the Siamese-BERT-based architecture used within the 

LUAR framework [9], trained with a contrastive learning objective. We expand upon 

this system by implementing GradCache [15], a technique for handling  much larger 

batch sizes than can ordinarily be handled by GPU memory constraints. This system 

uses a "single-domain" batch training approach, that is, all authors in each batch come 

from the same domain (Amazon Reviews, etc.). This encourages the model to distin-

guish between authors within the same domain rather than across different domains. 
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2.2 AA System II 

AA System II follows the same contrastive learning architecture as AA system I, but 

using hard example selection for training. Two approaches are used to select challeng-

ing examples: at the input level and the representation level. At the input level, BM25 

is employed to identify hard examples by examining keyword similarity. At the repre-

sentation level, the Multi-Similarity Miner [16] selects challenging examples by com-

paring similarities between representations, filtering out easier pairs to focus on more 

informative ones. 

2.3 LMNN Transformation 

We utilized The LMNN (Large Margin Nearest Neighbor) approach [2] to work in 

conjunction the aforementioned neural attribution systems. LMNN “reshapes” embed-

dings, using Mahalanobis distance to determine similarity. This stage identifies top can-

didate authors through a retrieval phase and then uses LMNN to optimize the transfor-

mation matrix, minimizing squared error. This involves tuning the matrix to bring doc-

uments from the same author closer while pushing those from different authors further 

apart. This process helps the system effectively cluster documents from the same author 

while maintaining distinct separation between authors. 

 

 

 

Fig. 1. (a) Ensemble Architecture for Authorship Attribution System (b) Siamese BERT 

 

2.4 Combination of Embeddings 

At the embedding level, the system concatenates embeddings from multiple Siamese-

BERT models, taking advantage of their unique capture of diverse linguistic and sty-

listic features. These concatenated embeddings form a more discriminative representa-

tion, enhancing the system's ability to identify subtle authorship nuances.  

2.5 Combination of Attribution Rankings 

In the final stage, the system uses a ranking combination method, integrating pairwise 

similarity rankings from each AA subsystem and the LMNN output. We adopt a 

weighted Reciprocal Rank Fusion (RRF)[17], optimized through a grid search, to bal-

ance each model's influence. This ensemble approach leverages the individual strengths 

of each system, resulting in improved authorship attribution. 

3 Results and Conclusions 

To evaluate our authorship attribution (AA) system, we used Equal Error Rate (EER), 

a metric derived from Detection Error Tradeoff (DET) curves. DET curves plot false 
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positive rates against false negative rates for different threshold values in identifying 

authors. A lower EER indicates better performance. We tested our system using subsets 

of the IARPA HIATUS Research Set (HRS), released by IARPA for system perfor-

mance analysis. This dataset contains five distinct genres: board game reviews from 

BoardGameGeek1, Global Voices articles2, Instructables articles3, Stack Exchange Lit-

erature posts4, and Stack Exchange STEM posts5. Each genre has a varying number of 

query documents and candidate authors, with an average of three documents per author. 

We tested our system in both per-genre and cross-genre conditions. In per-genre tests, 

all query and candidate documents are from the same genre; in cross-genre tests, they 

are from different genres, making attribution more challenging. 

Table 1.   Results of ensembling AA systems on HRS perGenre and CrossGenre datasets 

 Method WithinGenre CrossGenre 

Siamese BERT 
AA System I 0.0333 0.1351 

AA System II 0.0239 0.1000 

w/o LMNN 
Embedding Ensemble 0.0206 0.0945 

+ Ranking Ensemble 0.0206 0.0818 

with LMNN 
Embedding Ensemble 0.0147 0.0743 

+ Ranking Ensemble 0.0146 0.0601 

 

The ensemble system for authorship attribution (AA) shows notable performance gains 

across both within-genre and cross-genre conditions, as shown in Table 1. By integrat-

ing multiple AA subsystems, the LMNN and the dual-level combination strategy sig-

nificantly enhances the system's capacity to discern subtle stylistic differences between 

authors, leading to considerable performance improvements compared to the best indi-

vidual systems (38.9% relative gain in the within-genre condition, and 39.9% relative 

gain in the cross-genre condition). 

This paper demonstrates the effectiveness of ensemble techniques in authorship at-

tribution, resulting in top performance in official evaluations. The success of this ap-

proach (even in the difficult cross-genre condition) suggests that doing work on diverse 

AA and ensemble methods is crucial for obtaining state-of-the-art performance. 
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1  https://boardgamegeek.com/ 
2  https://globalvoices.org/ 
3  https://www.instructables.com/ 
4  https://literature.stackexchange.com/ 
5  https://academia.stackexchange.com/questions/tagged/stem 
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