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Japanese movie, 1950

McCullagh and Nelder (1989) “Data will 
often point with almost equal emphasis on 
several possible models, and it is important 
that the statistician recognize and accept this.”

Breiman (2001): “What I call the Rashomon 
Effect is that there is often a multitude of 
different descriptions [equations f (x)] in a 
class of functions giving about the same 
minimum error rate.” 



We address how the Rashomon Effect
(1) impacts the existence of simple-yet-accurate models
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The data
• ~10K loan applicants
• Factors:

• External Risk Estimate
• Months Since Oldest Trade Open
• Months Since Most Recent Trade Open
• Average Months In File
• Number of Satisfactory Trades
• Number Trades 60+ Ever
• Number Trades 90+ Ever
• Number of Total Trades
• Number Trades Open In Last 12 Months
• Percent Trades Never Delinquent
• Months Since Most Recent Delinquency
• Max Delinquency / Public Records Last 12 Months
• Max Delinquency Ever
• :

• Percent Installment Trades
• Net Fraction of Installment Burden
• Number of Installment Trades with Balance
• :

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) .80

On the next slide…
       The whole machine learning model
 

Performance of FastSparse (Liu et al., 2022)
     Train/Test Accuracy: 73.05±0.28, 72.35±1.24
          Train/Test AUC: .803±0.0025, .791±.0010



Generalized Additive Model on the FICO Dataset

Created in 3.85 seconds by FastSparse



Chudi ZhongJiachang Liu Margo Seltzer

AISTATS, 2022

The FastSparse Algorithm

Fast Sparse Classification for Generalized Linear and 
Additive Models



Breiman (2001): “Accuracy generally 
requires more complex prediction methods. 
Simple and interpretable functions do not 
make the most accurate predictors.”

2001 Omnitech Custom Pentium 3 computer - Model OTS-
8100SD02815 Transcendental Airwaves



https://novgblog.wordpress.com/2016/05/21/90s-games-computers-life-part-1/



Breiman (2001): “Accuracy generally requires 
more complex prediction methods. Simple and 
interpretable functions do not make the most 
accurate predictors.”

2001 Omnitech Custom Pentium 3 computer - Model OTS-
8100SD02815 Transcendental Airwaves

“On interpretability, trees rate an A+.” 

“While trees rate an A+ on interpretability, they 
are good, but not great, predictors. Give them, 
say, a B on prediction.”



with Chudi Zhong, Hayden McTavish, Jimmy Lin, Reto Achermann, Ilias Karimalis, Jacques 
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Generalized Optimal Sparse Decision Trees (GOSDT)

https://github.com/Jimmy-Lin/GeneralizedOptimalSparseDecisionTrees

Varun

also GOSDT+Guesses, SPLIT



Created in 8.1 seconds by GOSDT
                       ~72% accuracy



Why do simple-yet-accurate models exist?

0 < P(y=1|x) < 1



NeurIPS, 2023

ACM Conference on Fairness, Accountability, and Transparency, 2022
Lesia Semenova

Ron Parr

Harry Chen

On the Existence of Simpler Machine Learning Models

NeurIPS, 2024 Zack Boner



NeurIPS, 2023

ACM Conference on Fairness, Accountability, and Transparency, 2022

On the Existence of Simpler Machine Learning Models

“Rashomon set” 
= 

set of optimal and almost 
optimal models



1) Noise in the world leads to increased variance of the outcomes and loss terms. 
2) Higher error variance leads to worse generalization. (Bernstein’s inequality)
3) Cross-validation reveals this. Analyst compensates by simplifying the class.

 

Prediction loss

Models

with noise

Uniform label flipping noise (Theorem 2)
Labels flip with probability p(x) (Theorem 12)
“Margin noise” (Theorem 15)

“Rashomon Set”



1) Noise in the world leads to increased variance of the outcomes and loss terms. 
2) Higher error variance leads to worse generalization. (Bernstein’s inequality)
3) Cross-validation reveals this. Analyst compensates by simplifying the class.

 



1) Noise in the world leads to increased variance of the outcomes and loss terms. 
2) Higher error variance leads to worse generalization. (Bernstein’s inequality)
3) Cross-validation reveals this. Analyst compensates by simplifying the class.
4) New smaller function class has a larger Rashomon ratio - large fraction of 

good models.

 

good     
models

function 
class



1) Noise in the world leads to increased variance of the outcomes and errors. 
2) Higher error variance leads to worse generalization. (Bernstein’s inequality)
3) Cross-validation reveals this. Analyst compensates by simplifying the class.
4) New smaller function class has a larger Rashomon ratio - large fraction of 

good models.

 Proposition 6 (Rashomon ratio is larger for 
decision trees of smaller depth)

Theorem 7 (Rashomon ratio increases 
with noise for ridge regression)



1) Noise in the world leads to increased variance of the outcomes and errors. 
2) Higher error variance leads to worse generalization. (Bernstein’s inequality)
3) Cross-validation reveals this. Analyst compensates by simplifying the class.
4) New smaller function class has a larger Rashomon ratio - large fraction of 

good models.

 Good Models

Function Class

Simpler Models



NeurIPS, 2023

ACM Conference on Fairness, Accountability, and Transparency, 2022

On the Existence of Simpler Machine Learning Models

NeurIPS, 2024



Noise in the world is equivalent to adding implicit regularization.
 
1) Higher error variance leads to worse generalization between training 

and testing. (Bernstein’s inequality)alidation reveals this. Analyst
                         Simpler models are more likely to exist.
 

NeurIPS, 2024



NeurIPS, 2023

ACM Conference on Fairness, Accountability, and Transparency, 2022

On the Existence of Simpler Machine Learning Models

NeurIPS, 2024

Practitioners don’t 

need to understand 

any of this math!



The “Rashomon Set” Theory

Implication:
Optimizing for simplicity 
won’t sacrifice accuracy for 
a vast set of problems.



We address how the Rashomon Effect impacts:
(1) the existence of simple-yet-accurate models
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(2) flexibility to address user preferences, such as fairness and monotonicity, 
without losing performance



• People don’t believe that interpretable models can be as 
accurate as black boxes.
• People like black boxes. Black box models can be somecret 

sauce.”
  

The “Interaction Bottleneck”

ML algorithms only return one model. No human interaction.



A New Paradigm of Machine Learning

Training Set
ML

Algorithm

optimization + enumeration + visualization 

All Good Predictive Models!

Rashomon Set



Training Set ML
Algorithm

optimization + enumeration + visualization 

All Good Predictive Models!

(Jay Wang et al., 
IEEE VIS, 2022)

(Rui Xin*, Chudi Zhong*, Zhi Chen*, Takuya Takagi, 
Margo Seltzer, Cynthia Rudin, NeurIPS oral, 2022)

No More Interaction Bottleneck

TreeFARMSTimberTrek 

Constraints are Now Easy

Jay Wang

Rui Xin

Chudi Zhong Margo Seltzer

Margo Seltzer

Chudi Zhong

Zhi Chen



We address how the Rashomon Effect impacts:

(1) the existence of simple-yet-accurate models
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(2) flexibility to address user preferences, such as fairness and monotonicity, 
without losing performance
(3) uncertainty in predictions, fairness, and explanations
 

(4) reliable variable importance



(3) uncertainty in predictions, fairness, and explanations
 

(4) reliable variable importance
Want importance for the data generation process, not any one model.





XAI often asks the wrong question.



https://aicompetence.org/understanding-xai-shap-lime-and-beyond/



https://aicompetence.org/understanding-xai-shap-lime-and-beyond/



https://aicompetence.org/understanding-xai-shap-lime-and-beyond/



https://aicompetence.org/understanding-xai-shap-lime-and-beyond/



Need model independent variable importance



JMLR, 2019

Model Class Reliance range of variable importance within Rashomon set

Aaron Fisher, Cynthia Rudin, Francesca Dominici

Good Models
(Rashomon set)

Variable v’s highest important

Variable v is not important



Variable Importance Clouds
& 

Variable Importance Diagrams
plot variable importance for all 
models within Rashomon set

Nature Machine Intelligence, 2020





But we want more information, not just a range or cloud.
Perhaps a probability distribution?



Jon Donnelly*, Srikar Katta*, Cynthia Rudin, and Edward Browne. NeurIPS 2023 (spotlight)

Good Models
(Rashomon set)

Variable v’s highest important

Variable v is not important



Jon Donnelly*, Srikar Katta*, Cynthia Rudin, and Edward Browne. NeurIPS 2023 (spotlight)

- Gives a PDF for each variable’s importance
- Stable (across bootstraps)
- Model independent (averaged across Rashomon sets)

PDF of Variable importance

Variable importance

Density



We address how the Rashomon Effect impacts:

(1) the existence of simple-yet-accurate models
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(2) flexibility to address user preferences, such as fairness and monotonicity, 
without losing performance
(3) uncertainty in predictions, fairness, and explanations
(4) reliable variable importance
(5) algorithm choice, specifically, providing advanced knowledge of which 
algorithms might be suitable for a given problem
 



Which algorithm should I use?



The data
• ~10K loan applicants
• Factors:

• External Risk Estimate
• Months Since Oldest Trade Open
• Months Since Most Recent Trade Open
• Average Months In File
• Number of Satisfactory Trades
• Number Trades 60+ Ever
• Number Trades 90+ Ever
• Number of Total Trades
• Number Trades Open In Last 12 Months
• Percent Trades Never Delinquent
• Months Since Most Recent Delinquency
• Max Delinquency / Public Records Last 12 Months
• Max Delinquency Ever
• :

• Percent Installment Trades
• Net Fraction of Installment Burden
• Number of Installment Trades with Balance
• :

Best black box accuracy 
(boosted decision trees) 73% 

Best black box AUC
(2-layer neural network) .80

On the next slide…
       The whole machine learning model
 

Performance of FastSparse (Liu et al., 2022)
     Train/Test Accuracy: 73.05±0.28, 72.35±1.24
          Train/Test AUC: .803±0.0025, .791±.0010



Which algorithm should I use?
For noisy tabular data (loans, recidivism, etc.):
• Don’t use CART.
• Most other algorithms will perform similarly for many problems.
• Interpretable models are much easier to work with in practice.
• In the Rashomon Set paradigm: TreeFARMS/TimberTrek,  

FastSparse or OKRidge with GAMChanger, or FasterRisk with 
Riskomon.

For NLP, I don’t know the answer. 

For images, time series (ECG, PPG, etc.), or other types of signals:
• Try interpretable neural networks (ProtoPNets, or other ideas)



Predict breast cancer up to 5 years in advance?

Challenge: Make a discovery with interpretable AI that 
wasn’t possible with a black box.



Prof. Regina Barzilay and Cynthia 
MIT Campus, July 2023

“But Cynthia, even the doctors don’t know what 
Mirai is doing…”

Predict breast cancer 1-5 years in advance from 
mammograms

Regina’s paper:



• Breast cancer is the most commonly diagnosed cancer worldwide. 
• Screening frequency at least once per year for women over 40. 

• 20 FDA approved AI tools, but nothing approved for 5-year risk 
prediction from mammograms.



Mirai Architecture (from Regina’s paper, Yala et al 2021)



Mirai Architecture (from Regina’s paper, Yala et al 2021)

Convolutional 
Layers

Transformer



4 views, 2 of each side.



Mirai Predicts Low Risk on Mirrored Mammograms

Mirai’s original risk score

Mirai risk score from 
mirrored mammograms,
left mirrored to both sides
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(INBreast dataset, n=120)







Mirai Architecture AsymMirai Architecture

Convolutional 
Layers

Convolutional Layers

Transformer
Extremely Simple 

Symmetry 
Detector 



Mirai Architecture AsymMirai Architecture

Convolutional 
Layers

Convolutional Layers

Transformer



Mirai Architecture AsymMirai Architecture

Convolutional 
Layers

Transformer
Average

Risk Score



AsymMirai ROC
EMBED Validation Screening Exams

Mirai ROC
EMBED Validation Screening Exams

Year 1

Year 2, 3, 4, 5
Year 1

Year 2, 3, 4, 5



AsymMirai’s Interpretable Outputs 



Patient does not develop 
cancer within 5 years

Moderate Risk Prediction
Confounded by Implant

High Risk Prediction not
Confounded by Implant

Patient does develop 
cancer within 5 years

Confounding Analysis with AsymMirai’s Interpretability



Confounding Analysis with AsymMirai’s Interpretability

Patient does not develop 
cancer within 5 years

Moderate Risk Prediction
Confounded by Misaligned Image



High Risk Prediction not
Confounded by Pronounced Lymph Nodes

Patient does develop cancer 
within 5 years

Confounding Analysis with AsymMirai’s Interpretability

Patient does not develop 
cancer within 5 years

Moderate Risk Prediction
Confounded by Misaligned Image



Predict breast cancer up to 5 years in advance?

Challenge: Make a discovery with interpretable AI that 
wasn’t possible with a black box.

Yes, and we made a discovery.



AsymMirai: Interpretable Mammography-Based Deep Learning 
Model for 1- to 5-year Breast Cancer Risk Prediction

 Jon Donnelly, Luke Moffett, Alina Barnett, Hari Trivedi, Fides Regina Schwartz, Joseph Lo, Cynthia Rudin
2024

Alina Barnett Joseph Lo
(Professor of 
Radiology)

Fides Regina 
Schwartz

(Radiologist)

Jon Donnelly
Luke Moffett



We address how the Rashomon Effect impacts:
(1) the existence of simple-yet-accurate models
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(2) flexibility to address user preferences, such as fairness and monotonicity, 
without losing performance
(3) uncertainty in predictions, fairness, and explanations
(4) reliable variable importance
(5) algorithm choice, specifically, providing advanced knowledge of which 
algorithms might be suitable for a given problem
 (6) public policy  
 



My biostatistician friends tell me, “Doctors can interpret 
logistic regression.” There is no way they can interpret a black 
box containing fifty trees hooked together. In a choice between 
accuracy and interpretability, they'll go for interpretability.



Policy Implications

• Interpretable models by default in high-stakes settings
• Put interpretable ML into AI education



We address how the Rashomon Effect impacts:
(1) the existence of simple-yet-accurate models
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(2) flexibility to address user preferences, such as fairness and monotonicity, 
without losing performance
(3) uncertainty in predictions, fairness, and explanations
(4) reliable variable importance
(5) algorithm choice, specifically, providing advanced knowledge 
of which algorithms might be suitable for a given problem
 
(6) public policy 
 

Thanks


