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Abstract. Injuries are a common problem in professional football. A challenge that 

the medical team faces is to successfully predict the recovery time of an injured play-

er. Current medical standards can only give vague predictions as to when a player will 

return to play. Obviously, making an accurate prediction as soon as possible would be 

helpful to the coach. This research tries to answer the question of whether it is possi-

ble to predict when a player will return to play, based on information at the moment 

of injury, while also comparing three machine learning methods for this task: support 

vector machines, Gaussian processes and neural networks. The tests were conducted 

on data from the professional football club of Tottenham Hotspur. The results demon-

strate that this task can be completed with a reasonable amount of accuracy, without 

any method performing significantly better than the rest. Future directions and possi-

ble improvements are discussed. 
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1 Introduction 

Injuries are a common problem in every sport, including football. Professional 

football players get injured on average once per year [1] with 10-35 injuries occurring 

per 1000 game hours [2]. Injuries have been described as the main factor that prevents 

professional players from not being able to participate in training and playing activi-

ties [3]. 

The factors that cause injuries can vary. A significant percentage of injuries (9%-

34%) happens due to overuse [4-5]. Most of the injuries are described as traumatic, 

with 29% of them being due to foul play [4]. The majority of injuries happen in play, 

and the most severe cases can be attributed to body contact [5]. 

As soon as an injury happens it is important to make an estimate of how long the 

player will need to recover from the injury and get back to play. This information can 

help the manager make appropriate changes in the squad or the tactical planning of 

the team. It can also help the director of the club, since new players might need to get 

signed in order to cover for players who are going to stay out of play for a long time. 

Additionally, managing the player’s expectations with respect to his injury is im-



portant, so that the player can prepare himself mentally and psychologically. Finally, 

it would help the medical team by providing additional certainty in the predictions of 

the experts. 

Currently, there is no standard method to estimate the time a player will miss from 

play. The time is estimated based on the experience of the physician and on recom-

mendations by various groups and studies. The suggestions can vary quite significant-

ly with each other, and they can also have significant variance. For example, sugges-

tions for return to play following anterior cruciate ligament reconstruction can range 

from 16 to 24 weeks [6]. Similar recommendations exist for hamstring injuries [7] 

and concussions [10-13]. 

Machine learning has been used in sports for various purposes (e.g. cycling [8] and 

swimming [9] ) including football [16-17]. The complicated and multi-factorial nature 

of many sports makes machine learning a natural choice for predictive tasks.  

The purpose of this study is to compare different machine learning methods on 

predicting the recovery time of professional football athletes. The goal is to make the 

prediction based on information available at the time of injury, before an official di-

agnosis has been conducted. There are three main reasons for which the final diagno-

sis was left out.  

First, diagnoses, in some cases, can take some time, while ideally a coach would 

like to know as soon as possible how long a player will stay out of play. It would be 

interesting to see what is the best prediction that can be obtained before an official 

diagnosis. 

Secondly, there are many different diagnoses and different levels of abstraction 

that can be used. For example, in this study’s dataset there were some knee injuries 

that were described as “knee pain, unspecified”, “patellofemoral pain” and “Left knee 

medial meniscus”. These diagnoses could be elaborated even further, or they could be 

abstracted, by classifying them all as “knee injuries”. This is a medical problem that 

can influence the performance of any machine learning or statistical model that will 

use this information. 

However, it is not entirely clear what degree of elaboration would actually help in 

the prediction of the response variable. For that reason it is important to know what 

degree of accuracy can be achieved in the prediction of the response variable before 

including the diagnosis, so that future research could actually tackle the problem of 

trying to identify the correct level of abstraction needed for this task. 

Thirdly, as part of UEFA guidelines, teams in the premier league have to collect in-

formation on every injury that occurs. This information mainly concerns extrinsic 

factors of an injury (e.g., whether the player was running, whether there was a colli-

sion, etc.) and it is easy to collect. A proper model that tries to achieve maximum 

accuracy on the task of predicting the recovery time obviously requires as much in-

formation as possible, like a player’s medical exams or training records. However, it 

would be interesting to see what is the maximum accuracy that can be achieved for 

this task based solely on extrinsic information. This result could be used to establish a 

baseline which future, more elaborate models, will improve. 

The methods that were chosen for this research were Gaussian processes, support 

vector machines and neural networks. The reason behind these choices is that all these 



methods are popular for regression tasks. While there are many other choices for solv-

ing regression problems in machine learning, these three methods have been proven 

and tested in a variety of applications, so they provide sensible choices for approach-

ing this task.  

The primary goal of this study was to test the degree to which this task is possible 

in general by reaching a level of error in the predictions that can have practical ap-

plicability, at least in some cases. Once this was established, the next goal was to see 

whether one of these methods is more suited for this task compared to others. The 

study itself is part of a greater research project that has as a final goal a fully-working 

predictive system that can aid football teams. Therefore, future plans, directions and 

suggestions for research are discussed, as well. 

2 Methods 

2.1 The dataset 

The dataset consists of a list of injuries at Tottenham Hotspur Football Club which 

were recorded according to the UEFA guidelines over the period 2006-2012. For 

every injury, a list of variables was collected. These are presented in table 1. Note that 

the variable “injury” included in the dataset is not a final diagnosis, but a first general 

estimate such as “muscle strain” or “bone injury”. 

Table 1. List of variables in the dataset 

Parameter Description 

Age The age of a player 

Stage of season The stage of season (e.g. mid-season or off-season) 

when the injury occurred 

Where Describes whether the injury took place in the train-

ing field or in the game 

Phase of play Describes the exact way that the injury happened 

(e.g. running or shooting) 

Injury Description of the injury without a specific diagno-

sis (e.g. bone injury or overuse) 

Type Describes whether the injury was due to overuse or 

it was an acute injury 

Injured side Describes whether the left or right side was injured 

Position The position of the player (e.g. forward) 

Body part injured Where the player was injured 

Reoccurrence Describes whether the same injury has happened to 

the same player in the past 

Days unavailable The main variable of interest in our model. It speci-

fies how many days a player stayed out of play after 

his injury. 

 



All variables, with the exception of “Age” and “Days unavailable” were categori-

cal variables and they were converted to dummy variables in the statistical sense of 

the term. Therefore, for each value of a categorical variable, a binary variable was 

created. This gave rise to a dataset that contains 78 variables (including the response 

variable). 

A histogram of the dataset is shown in figure 1. It is evident that most of the inju-

ries are less than 25 days and the histogram is severely skewed. The total number of 

cases is 152. The mean is 15.5 and the standard deviation 36.039. 

 

 
 

Fig. 1. Histogram of the response variable “Days unavailable” 

2.2 Algorithms 

Three different methods were used and evaluated: neural networks, support vector 

machines and Gaussian processes. Each method was executed with many different 

parameter sets. In order to find the best parameters, grid search was used with some 

additional manual tuning. Due to the number of tests (more than 50 tests for each 

method) conducted it is not practical to provide detailed tables and graphs for each 

parameter set and result.  

Tables 2-6 below show the parameters that each method used and their value rang-

es. For each min-max pair of values 5-25 equidistant steps were used. So for example, 

for the momentum of the neural network the steps were [0, 0.1, 0.2,…,1]. Once the 

grid search was done, then some additional manual tweaking was performed. 



The neural network was trained using standard backpropagation with momentum. 

 

Table 2. Neural network parameters 

 Epochs Learning 

Rate 

Momentum Hidden 

neurons 

Min 1500 0.1 0 10 

Max 3000 1 1 60 

 

 

Table 3. SVM parameters, kernel=RBF 

 C Sigma Epsilon 

Min 0 1 0 

Max 200 20 2 

Table 4. SVM parameters, kernel=polynomial 

 C Degree Epsilon 

Min 0 2 0 

Max 200 7 2 

 

Table 5. Gaussian Process parameters, kernel=RBF 

 Lengthscale 

Min 1 

Max 50 

Table 6. Gaussian Process parameters, kernel=Laplace 

 Lengthscale 

Min 1 

Max 50 

2.3 Evaluation 

All the tasks were evaluated using the root mean squared error (RMSE) from the 

10-fold cross validation runs of the grid search procedure. The mean of the data was 

used as a naïve predictor in order to compare the error of the methods against it. 

Along with the RMSE the correlation was recorded as well. In the pilot experi-

ments it was observed that, because of the distribution of the data, the error might not 

always carry a clear picture. In some cases the RMSE would not seem to be signifi-

cantly better than using the mean as a predictor.  

However, careful inspection of individual predictions showed that the RMSE could 

be severely affected by a few errors. The correlation between the predicted and the 

actual values is able to provide a scale-free measure of error. The correlation of the 



naïve predictor with the data is 0. Values above that can provide an additional meas-

ure of whether an algorithm can make better predictions than the mean or not. 

An example can clarify this a little bit further. An SVM was trained through 10-

fold cross-validation on 80% of the data and an RMSE 37.026 was achieved on the 

test folds. Using the mean of the data as a predictor gives an RMSE of 39.255 which 

is very close to that achieved through the SVM. However the correlation of SVM’s 

predictions and the true values for the test folds is 0.49, while for the mean it is 0.  

The correlation between SVM’s predictions on the 20% of the data (41 points) that 

were not used in the training and the true values is 0.592 and the RMSE 27.74. This 

relationship is depicted in the scatterplot in figure 2. 

 

Fig. 2. Scatterplot of true values versus predicted values 

 
For practical applications we can assume that all negative values are effectively 0. 

If we take that into account then the correlation rises to 0.638 and the RMSE drops to 

25.6.  

By using the mean as a predictor the correlation is obviously still 0 for this data, 

but the RMSE is 17.5. If we based our conclusions solely on the RMSE, then we’d 

assume that the SVM is not performing significantly better. However, the difference 

between the amended predictions for the SVM and the predictions used for the mean 

can be clearly seen in the scatterplot in figure 3.  



 
 

Fig. 3. Scatterplot of true values versus amended predicted values and predictions through the 

mean 

All methods were evaluated using 10-fold cross validation and all tests were exe-

cuted using RapidMiner version 5.3. The main criterion for choosing the best parame-

ters for each algorithm was the RMSE achieved on the test folds of the cross-

validation. The correlation was taken into account when some manual tweaking of the 

parameters was performed, once the grid search was over. 

 

3 Results 

The best results parameter settings achieved for each method are shown in table 7. 

These parameter settings where evaluated again for each classifier by running 20 

rounds of 10-fold cross validation. The RMSEs and correlations for all runs were 



averaged and they are reported along with their corresponding standard deviations in 

table 7. 

The total RMSE is the error on the whole dataset once the full model has been 

built.  

Table 7. Results for each method 

Method Parameters RMSE (test) Correlation 

(test) 

RMSE 

(total) 

SVM Polynomial kernel, degree=3, 

C=71, epsilon=1 

31.8717 

+/- 0.882 

0.3565+/-

0.066 

4.899 

Gaussian 

Process 

RBF kernel, lengthscale=7 32.098+/- 

0.846 

0.3934+/-

0.0411 

5.795  

Neural 

Network 

Neurons=45, epochs=2500 

learning rate=0.4, momentum=0.2 

32.585 

+/- 2.02 

0.3607+/-

0.0672 

1.303 

 

Using the mean as a predictor the RMSE obtained was 35.92. A t-test was con-

ducted for the test RMSE of each classifier to check if the error is significantly lower 

than the error achieved by just using the mean as a predictor. The p-value was less 

than 0.01 for all three classifiers. 

The p-value for a test that the correlation of the classifiers is 0 had a p-value less 

than 0.01 for all three classifiers. 

4 Discussion 

It is evident that this task can be predicted with some degree of accuracy, albeit 

small. The means of the errors and their variances indicate that no single method 

seems to perform significantly better to others. However, the important point is that 

some estimate can be obtained. The extrinsic information that is collected for an inju-

ry seems to be useful, even to a small extent, when predicting the recovery time of 

players after an injury. 

The results become more important when considering that the size of the dataset is 

small for this task and it concerns only a single football club. There are many types of 

injuries in football that can occur under different circumstances. Future research 

should use datasets from other football clubs in order to verify and expand the current 

results. Ideally, datasets from football clubs from different countries should be ob-

tained, since the style of play in each country, along with other factors (e.g. a coun-

try’s climate), could influence the response variable. 

Obviously, the end goal is the practical applicability of the results. An issue with 

the evaluation of the results is the desired degree of accuracy that is required for a 

method in this task to be considered successful from the perspective of practical ap-

plicability. Football teams play a certain amount of games within a season. Usually 

this is 4 league games per month, and maybe some more cup games and games in 

European competitions. If a player is injured in a game, it might not matter so much 



whether he will be back in play in 3 or 5 days, as long as the coach knows that in 7 

days, when the next game starts, he will be ready to play.  

Furthermore, the dataset contains many transient injuries. The meaning of the word 

transient is vague and its interpretation is better left to a medical professional, but in 

general it describes injuries where the recovery time was 0 days or close to that value 

(e.g 2 days). Many of these cases do not require the execution of a predictive algo-

rithm, because the medical professionals of the team can very quickly classify the 

injury as transient. Predictions are more helpful for injuries that have longer lasting 

effects, for example, more than a couple of weeks. This means, that the margin of 

error can be higher. If the medical staff’s opinion is that a player will miss 5 to 10 

weeks, then a prediction that manages to narrow down this margin to, for example, 6 

to 7 weeks, can help the coach make better decisions and plan for the future. 

An interesting feature of this task is that the models could be included in a diagnos-

tic protocol. After each injury, the medical staff will conduct detailed medical tests in 

order to diagnose the injury. Models like the ones described in this paper could ac-

company a diagnosis, providing some additional support for the experts’ estimates.  

Furthermore, additional information that could be available at the moment of injury 

includes anthropometric and medical information such as the height, weight or medi-

cal blood tests of players. This information could improve the accuracy of the model, 

while also staying true to its original goal of making predictions right after an injury 

has occurred. 

Finally, future research could also solve the problem of how additional official di-

agnostic information could be used alongside this model in order to make more accu-

rate predictions. 

5 Conclusion 

This research dealt with the question of whether it is possible to predict the recov-

ery time after an injury in professional football without an official diagnosis, while it 

also tests 3 methods against each other for this task. The results demonstrate that it is 

possible to reach some degree of accuracy in this task, but the size of the dataset, and 

maybe the variables themselves, limit the accuracy that can be reached. No single 

method was deemed to be significantly better than any of the other methods that were 

used. 

However, this work paves the way for future research that can include bigger and 

more complicated datasets and can also be extended by protocols that can combine 

experts’ opinions. Future research will built on top of the current results in order to 

provide a functional system for assessing injuries in professional football. 
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