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Abstract. Recent advancements in Large Language Models (LLMs) have significantly enhanced their ability to gen-
erate and manipulate human language, highlighting their potential across various applications. Evaluating LLMs in
languages other than English is crucial for ensuring their linguistic versatility, cultural relevance, and applicability in
diverse global contexts, thus broadening their usability and effectiveness. We tackle this challenge by introducing a
structured benchmark using the INVALSI tests, a set of well-established assessments designed to measure educational
competencies across Italy. Our study makes three primary contributions: First, we adapt the INVALSI tests as a bench-
mark for automated LLLM evaluation, rigorously adapting the test format to suit automated processing while retaining
the essence of the original tests. Second, we provide a detailed assessment of current LLMs, offering a crucial reference
point for the academic community. Finally, we visually compare the performance of these models against human results.
Additionally, our benchmark is publicly available and provided with a comprehensive evaluation suiteﬂ ensuring that
the benchmark remains a current and valuable resource relevant for advancing industrial-strength NLP applications.
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1 Introduction

In recent years, Large Language Models (LLMs) have emerged as a pivotal advancement in the field of Natural Language
Processing (NLP) and Artificial Intelligence (Al) [9]. Model evaluation is paramount but difficult since there are various
important qualities to consider: models should be precise, resilient, fair, and efficient, among others [26]. Developing
language models that function effectively across diverse global languages and evaluating them remains a significant and
ongoing challenge [41]. The currently available models often perform highly in English but are lacking in underrepre-
sented languages [38]. This is due to factors such as the scarce and lower quality available data [21]], smaller contributing
communities, and Anglo-centric cultural bias in development [42]]. In the current landscape, there is a pressing need for
a reliable tool to evaluate models’ proficiency in the Italian language, particularly to assess their ability to align with the
cultural and linguistic nuances critical for effective deployment in industrial contexts.

The INVALSI (National Institute for the Evaluation of the Education and Training System) test has been crucial in
Italy’s educational assessment since the 2005-2006 academic year. It evaluates students’ competencies in subjects like
the Italian language and mathematics at various educational stages. The primary goal is to assess linguistic proficiency,
focusing on reading comprehension, grammatical knowledge, and lexical competence [45].

INVALSI tests use real-world language tasks to measure understanding of texts, appropriate vocabulary use, and
application of grammatical rules [[1343[17]. The design ensures progressive complexity suitable for each educational
level, providing fair and challenging assessments. These tests offer transparent benchmarks for student performance,
guiding instructional strategies [31].

Since the test covers a wide range of linguistic and comprehension skills [[14]], using it to evaluate LLMs can provide a
detailed view of a model’s proficiency in handling real-world, nuanced language tasks designed for human learners. The
test’s structured and standardised nature makes it an excellent benchmark for comparing different LLMs with questions
culturally and contextually relevant to Italian speakers. However, our findings are applicable across all languages since
they assess various general capabilities, such as word formation and text comprehension abilities. Additionally, since it is
designed for multiple educational stages, it offers a range of complexity and challenges. This aspect can gauge an LLM’s
capability at various difficulty levels, reflecting its potential scalability and adaptability across simpler to more complex
linguistic tasks.

Given these robust evaluation criteria, this paper aims to establish a benchmark for assessing the performance of large
language models by leveraging the INVALSI framework.

1.1 Contributions

The contributions of this work are fourfold:
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1. We structure the INVALSI test, a notable national test for Italian students, as a publicly available evaluation bench-
mark for LLMsE], making it a valuable resource for those aiming to integrate Italian language services powered by
LLM:s into their business operations;

2. We perform an in-depth analysis of existing models, using our benchmark, establishing a reference for the research
community;

3. We visually display results across several important metrics and compare models’ performances to human standards,
pinpointing the strengths and weaknesses;

4. We make the dataset available along with an evaluation suite, ensuring the replicability of our results and allowing
anyone to test their model on the benchmarkﬂ

The remainder of the paper is structured as follows: Section 2 presents related work in the state of the art; Section
3 details our data curation process for creating the benchmark; Section 4 displays the results of multiple models tested
against this benchmark. Section 5 discusses these results and identifies limitations; Section 6 concludes the paper and
outlines proposals for future work.

2 Related Work

A Large Language Model is a deep learning model trained on vast amounts of text data to develop a sophisticated under-
standing of language structures and semantics. Leveraging the transformer architecture [46], LLMs employ self-attention
mechanisms to process sequential data efficiently, exemplified by models such as GPT [33].

Multilingual models. LLMs have shown multilingual capabilities based on their training on multilingual data [44/24]
and vocabulary [32J10125]]. GPT-3 and its successors have shown different capabilities in several languages [3] since
their training corpora are, in part, composed of non-English texts. Most recently, smaller size models [20/44]], due to the
inclusion of multilingual data in the training process, have shown emerging capabilities in German, French, Spanish and
Italian but not performing as well in the most prominent training language. Given the peculiarity of the Italian language
and the lack of consistency of multilingual models in the Italian language, [15] pioneered the first Italian-adapted GPT-
2-based model. The development of low-resource adaptation techniques [18/16]] enabled the adaptation of larger models
to Italian. Recently [39]] instruction-tuned LL.aMa with the Alpaca dataset translated into Italian, while [4] implemented
Parameter Efficient Fine Tuning (PEFT) [28] using synthetically generated, machine-translated data. Additionally, [3]
applied PEFT to LLaMa2 across multiple scales (7B, 13B, 70B). Most recently, [33] adapted an 8B LLaMa3 model to
Italian via PEFT.

Available benchmarks. Available benchmarks aim to evaluate commonsense reasoning [11l47], multi-step mathemati-
cal reasoning [12], Question-Answering [27] and reading comprehension capabilities [36]. The Italian NLP community
lacks the depth of original language evaluation benchmarks compared to the English community. Some natively English
benchmarks, such as [4711]], are commonly used to evaluate LL.Ms in Italian after being automatically translated. Bench-
marks natively Italian are less common. [6] propose a Unified Benchmark for Italian Natural Language Understanding
that covers textual entailment, Event detection and classification, factuality classification, sentiment polarity classifica-
tion, irony detection and hate speech detection. [22]] proposes a collaborative benchmark on 13 tasks. Both benchmarks
focus on classification-based tasks and do not explore LLM properties, such as common-sense reasoning. Another Ital-
ian benchmark is represented by [23]], which concentrates solely on Italian news text summarisation abilities. Addition-
ally, [29] introduced a specialised benchmark for evaluating LLMs on Italian driving license knowledge, demonstrating
domain-specific evaluation approaches. More recently, [40] proposed a culture-aware benchmark specifically designed to
assess LLMs’ understanding of Italian cultural contexts and nuances. In a previous paper [34], the authors structured the
INVALSI data to create a benchmark; however, unlike our work, they did not include any open-ended questions. These
benchmarks lack a wide range of possible scenarios to evaluate LLMs, thus not allowing a comprehensive evaluation [26].

3 INVALSI Benchmark Curation

We have collected from public sources 58 unique tests, divided into 141 unique units, with 2114 questions and 2808
unique items. Some questions are subdivided into multiple items, each requiring a specific answer.

Data for this study was sourced from the Gestinv[] database [7]]. This database, widely used in Italian educational
research and teacher development programs, includes questions from national assessments since 2008, as well as related
test materials, statistical reports, and educational tools to enhance the understanding of student learning outcomes across
Italy.

5 We use a subset of tests, handpicked from different years and educational levels, ensuring that we exclude those with questions that
are difficult to rephrase or that require analysing images.
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The questions’ formatting is sometimes not adequately structured for LLM evaluation; for instance, it is occasionally
impossible to automatically transcribe the questions into structured fields, necessitating further inspection of images and
PDFs. For this reason, we also collected corresponding PDF files and images. Manual inspection was required to ensure
accuracy. In cases where questions involved graphical elements, we modified them into a multiple-choice format that was
more suitable for analysis. For example, if the task required a student to find and underscore a word, we reformulated the
question to allow selection from multiple choices. Similarly, if the task involved drawing a line between two groups of
concepts—a common task for younger students—we rephrased it to include choosing the correct association from given
options. Generally, we aimed to adapt the questions to a format that allows the model to select the correct answer from a
pool of choices if it aligns with the original question type. Fig. [[|shows a few illustrative question examples.

Illustrative Examples

Multiple Choice (MC) Question

Question:
In the sentence: “Livia was running in the park when a strong storm broke out,” what are
the events indicated by the two verbs?

Options:

— A. They are contemporary and have the same duration
— B. They are contemporary and indicate habitual actions
— C. The first event occurs during the second event

— D. The second event occurs during the first event (v')

Question:
Read this sentence: “The night bird made such an acute sound that frightened the inhabi-
tants of the forest very much.”

Indicate whether The is a noun or not.
Options:

— A.It’s a noun
— B. It’s not a noun (v')

Unique Response (RU) Question

Question:
Where would you put the letter h? Indicate whether or not it is necessary instead of **.

**avevo perso 1’autobus cosi arrivai tardi a scuola.

Options:

— A. Necessary
— B. Not necessary (v')

Fig. I: Mllustrative examples of the INVALSI benchmark for each question format. (v') indicates the correct answer. Note: the original
questions are in Italian, and the translation in English is purely for illustrative purposes.

3.1 Dataset Characteristics

We have selected 11 tests comprising 31 unique units, 405 questions, and 618 items from the above data. A test consists
of two or more different units; each question can have more than one item to answer. The sample of tests was chosen
through manual inspection, aiming to include a variety of grades and years, and avoiding those with questions that require
image inspection or contain questions that would be difficult to reformulate for language model comprehension.

Tab. 2| shows the macro area distribution in our benchmark.
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Table 1: Distribution of tests, questions, and items by educational grade and question format.
Test Distribution by Grade

School Grade # Tests # Questions # Items
2nd (Primary School) 2 34 72
5th (Primary School) 2 73 115
6th (Middle School) 2 87 118
8th (Middle School) 2 86 88
10th (High School) 2 75 134
13th (High School) 1 50 91
Question Distribution by Format
Format # Questions # Items
MC 337 (83.2%) 340
MCC 35 (8.6%) 228
RU 33 (8.1%) 50

Table 2: Distribution of questions by section and macro area.

Section Macro Area # Questions

Reconstruct the meaning of the text, locally or globally 177 (43.7%)

Text comprehension Locate and identify information within the text 108 (26.7%)
Reflect on the content or form of the text, locally or 33 (8.1%)
globally, and evaluate them

Lexicon and semantics 29 (7.2%)

Morphology 24 (5.9%)

. Syntax 18 (4.4%)
Reflection on the language Word formation 7 (1.7%)
Textuality and pragmatics 5(1.2%)

Spelling 4 (1.0%)

"Locate and identify information within the text" is used for all questions aiming to evaluate the capability of identi-
fying various types of information within the provided context. "Reconstruct the meaning of the text, locally or globally"
assesses how well one can infer and reconstruct the text’s context and the encyclopedic knowledge it conveys. Lastly,
"Reflect on the content or form of the text, locally or globally, and evaluate them" questions aim to evaluate the ability
to interpret texts and their shape, expressing an evaluation. The remaining macro areas are designed and structured to
evaluate grammatical knowledge. "Word formation" aims to assess knowledge about base words and their derivatives,
and "Lexicon and semantics" aims to assess knowledge about the semantic relationship between words. The questions
belonging to "Morphology" category aim to check the competencies with several lexical categories (noun, adjective, etc.)
and sub-categories (possessive adjective, proper name, etc.). In contrast, using accents and apostrophes, upper and lower-
case letters, etc., is evaluated by the questions categorised as Spelling. All the questions within Syntax aim to assess the
correctness of syntactic rules of Italian written language, and "Textuality and pragmatics" aims to evaluate signs of text
organisation and cohesion phenomena.

The questions come in three distinct formats, which are:

— Multiple Choice (MC): composed of a question with several answer options, among which only one is correct. It is
the most common question format in the selected tests, comprising 337 questions (83.2% of the total) and 340 items.
Some questions require the selection of two distinct options, both of which must be correct. The answer choices are
typically four, labelled A, B, C, and D.

— Multiple Complex Choice (MCC): composed of input questions and multiple items to answer. It is the second most
common type of question, with 38 (9.4%) instances and 228 items. For each item, one answer from among the two or
more available options must be selected, and only one is correct. The question is deemed correct only if all the items
are rightly answered.

— Unique Response (RU): involves open-ended questions in which there are no options or suggestions and where only
one answer is considered correct (with sometimes a limited number of possible variants). We found 33 (8.1%) RU
questions and 50 items in the selected tests.

3.2 Evaluation

The diversity in question formats ensures a comprehensive evaluation of the models’ capabilities. 82.5% of the questions
follow a standard multiple-choice format with closed options, 9.4% of the questions are multiple binary choices, requiring
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Fig. 2: Visualising the accuracy of various models across different school grades. Each layer represents a different grade level, from
2nd grade in primary school to 13th grade in high school, showing the distribution of performance accuracy for each grade.

the model to affirm or deny statements, and 1% of the questions require specific handling, such as adding punctuation
to one particular sentence. As seen in Tab. [T, 91.9% of the questions in the benchmark dataset created are MC and
MCC. Consequently, evaluation involves verifying whether the generated answer includes the target answer, which is
accomplished through the use of regular expressions. In the case of questions with multiple items, such as MCC, the
question is only considered correct if all the items are answered correctly. Our approach is consistent with standard LLM
evaluation frameworks, such as OpenAl’s simple-evalﬂ We generate responses for open-source models and API-based
LLMs and then compare these to the labelled correct answers. We use a temperature of 0 to ensure deterministic output
in this setting. Each evaluation has been run exactly once. The benchmark tests models in a zero-shot scenario, requiring
them to understand and correctly answer based on their general knowledge or the provided narrative.

Specific strategies for RU questions were developed to cater to their unique requirements. These questions require
more than simply selecting an available option; therefore, the prompts were tailored with additional or specific instruc-
tions to ensure accurate responses. Each function for generating prompts checks for the presence of context and choices,
incorporating them into the prompt if available. This provides the LLM with all pertinent information to answer the
question accurately.

Specific evaluation methods include word matching, extracting words or phrases and comparing them directly to the
answers, making it especially effective for questions that require specific terms or phrases. Another strategy is pattern
matching: employing regular expressions to detect patterns in the model’s output, aiding in evaluating syntactic or gram-
matical responses. Lastly, we use BERTScore [48] to assess the semantic content of answers with a threshold of 0.7 for
correctness. This method ensures that responses capture the intended meaning, not just the exact wording, which is vital
for complex language tasks where paraphrasing or diverse expressions may still be correct. This threshold has been em-
pirically validated across all model answers. BERTScore utilises BERT’s contextual embeddings to accurately evaluate
the semantic similarity between responses and reference texts.

4 Results

Model selection criteria. We evaluate a variety of notable foundational and fine-tuned models, chosen based on the
following characteristics: (i) Parameter threshold. Models with at least three billion parameters are included to ensure
substantial complexity and language comprehension capacity. (ii) Temporal range. Focuses on models published from

$https://github.com/openai/simple-evals
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2023 onwards to capture recent advancements and influential models. (iii) Institutional source. Considers models from
prominent organisations like OpenAl and Meta. (iv) Popular Italian models. Includes models specifically trained or fine—
tuned in Italian.

For closed-source models, we include OpenAI’'s GPT-40 and GPT-40-mini [[1], both recognised for their advanced
language capabilities. Additionally, we consider Anthropic’s Claude series, which includes Haiku and Sonnet, each ex-
celling in text generation tasks. Also part of our evaluation is Google’s Gemini Pro 1.5 and 2.0 flash [37]], as well as
Gemma 3 27B. Our selection of open-source models includes Mistral 7B [19] and Mixtral [20]. Furthermore, we examine
Meta’s LLaMA 3 series models in three different sizes [2] (405B, 70B, 8B). For models specifically tuned to the Ital-
ian language, we include Minerva 7B [30], a foundational model trained from scratch in Italian, as well as Almawave’s
Velvet 14Bﬂ We also consider LLaMAntino 3 [33]], a model fine-tuned from LLaMa 3, popular models Llama-3.1-8b-
Ite{]ly] and maestrale-chat-VOAEl We did not inspect older versions of Italian models due to their lower performance. We
evaluated the open-source models in bf16 format on an NVIDIA H100 80GB PCle GPU, using VLLM with its default
OpenAl-compatible server.

We also categorise the models into three categories by their size. Small (S) models have fewer than 8 billion parame-
ters, or for the closed models accessible via API; they cost less than 0.50$ per million input tokens. Medium (M) models
can go up to 70 billion parameters for open-source versions and cost less than 5$ per million input tokens for proprietary
APIs. Large (L)) models exceed these limits.

4.1 Model Performance

Given the various dimensions available, we present an overall accuracy distribution for each model to conduct our evalu-
ation. The school grade is the most critical variable influencing our analysis; in Fig.|2| we provide a plot illustrating how
accuracy distributions vary across different grades. This visual does not detail specific numbers but instead offers a general
sense of how performance shifts with grade level, with a more detailed analysis to follow. Another intriguing dimension
to consider is the impact of model size on performance. In Fig. 3] we present the distribution of scores segmented by the
model size.

100.0

78.26

Accuracy Scores

0.0

Small Medium Large
Model Size Comparison

Fig. 3: Distribution of accuracy scores of language models categorised by size: small, medium, and large. Each plot represents the
distribution of accuracy scores within each category, with individual data points highlighted, each representing a test taken by a model,
and the mean accuracy marked by a horizontal line.

Detailed analysis of question format and macro areas. We then delve into a detailed analysis of how question format
influences performance. In Tab. |3| and 4] we present the accuracy scores for each model, stratified by both school grade

% Almawave/Velvet-14B
19 DeepMount00/Llama-3.1-8b-Ita
" 'mii-llm/maestrale-chat-v0.4-beta
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and question format. Due to the stratification and the limited number of questions in some categories, extreme values such
as 100 or 0 are more attainable in the sections with few items. The number of questions for each category is indicated in
the table headers. The model average is in the last column of Tab. [4] Similarly, Tab. [5|shows the performance comparison
of Al models across linguistic macro areas.

Table 3: Performance (accuracy %) comparison of Al models across school grades and question formats for grades 2 to 6.

School Grade \2nd Grade (Primary School) 5th Grade (Primary School) 6th Grade (Middle School)
Question Format (#) \MC (32) MCC (2)\MC (61) MCC (6) RU (6)\MC (72) MCC (6) RU (9)
claude-3.7-sonnet 96.3 100.0 | 100.0 89.8 66.7 64.3 952 50.0
claude-3.5-haiku 88.9 100.0 75.0 85.7 58.3 57.1 76.2 0.0
gpt-4o 92.6 100.0 75.0 95.9 75.0 71.4 81.0 375
gpt-4o-mini 81.5 0.0 | 100.0 81.6 58.3 57.1 66.7 0.0
gemini-pro-1.5 92.6 100.0 | 100.0 81.6 58.3 64.3 833 250
gemini-2.0-flash 92.6 0.0 | 100.0 83.7 66.7 71.4 833 125
gemma-3-27b-it 88.9 100.0 75.0 83.7 333 57.1 69.0 125
Mistral-Large 88.9 0.0 | 100.0 85.7 66.7 64.3 81.0 125
mistral-nemo 77.8 0.0 75.0 73.5 41.7 71.4 73.8 0.0
1lama-3.1-405b 93.8 100.0 | 100.0 93.9 66.7 71.4 833 375
1lama-3.3-70b 88.9 100.0 75.0 85.7 58.3 78.6 81.0 0.0
1lama-3.1-8b 64.2 0.0 50.0 67.3 25.0 64.3 61.9 0.0
ICH Velvet-14B 60.5 0.0 50.0 71.4 25.0 35.7 57.1 125
W Liama-3.1-8b-ITA 66.7 0.0 75.0 71.5 333 57.1 64.3 0.0
W LLaMAntino-3-8B 63.0 0.0 50.0 67.3 25.0 429 524 0.0
I maestrale-chat-v0.4 67.9 100.0 50.0 71.4 333 50.0 61.9 0.0
W Minerva-7B 23.5 0.0 0.0 40.8 16.7 7.1 33.3 0.0
Models Avg \ 78.1 47.1 \ 73.5 78.6 475 \ 58.0 709 11.8

Table 4: Performance (accuracy %) comparison of Al models (cont.), for grades 8 to 13 and overall average.

School Grade ‘ 8th Grade (Middle School) 10th Grade (High School) 13th Grade (High School) All Grades
Question Format (#) ‘MC (81) MCC (1) RU (4) ‘ MC (49) MCC (12) RU (14) ‘MC (42) MCC (8)‘ Overall
claude-3.7-sonnet 96.3 100.0  100.0 89.8 66.7 64.3 95.2 50.0 923
claude-3.5-haiku 88.9 100.0  75.0 85.7 58.3 57.1 76.2 0.0 81.2
gpt-40 92.6 100.0  75.0 95.9 75.0 714 81.0 37.5 90.1
gpt-4o-mini 81.5 0.0 100.0 81.6 58.3 57.1 66.7 0.0 78.3
gemini-pro-1.5 92.6 100.0  100.0 81.6 58.3 64.3 83.3 25.0 85.9
gemini-2.0-flash 92.6 0.0 100.0 83.7 66.7 71.4 83.3 12.5 87.7
gemma-3-27b-it 88.9 100.0  75.0 83.7 333 57.1 69.0 12.5 78.3
Mistral-Large 88.9 0.0 100.0 85.7 66.7 64.3 81.0 12.5 85.2
mistral-nemo 77.8 0.0 75.0 73.5 41.7 71.4 73.8 0.0 73.6
llama-3.1-405b 93.8 100.0 100.0 93.9 66.7 714 83.3 375 90.4
Ilama-3.3-70b 88.9 100.0  75.0 85.7 58.3 78.6 81.0 0.0 83.7
llama-3.1-8b 64.2 0.0 50.0 67.3 25.0 64.3 61.9 0.0 61.5
W Velvet-14B 60.5 0.0 50.0 714 25.0 35.7 57.1 12.5 57.5
I Liama-3.1-8b-ITA 66.7 00 75.0 71.5 333 57.1 64.3 0.0 66.2
W LLaMAntino-3-8B 63.0 0.0 50.0 67.3 25.0 429 524 0.0 58.3
W maestrale-chat-v0.4 67.9 100.0  50.0 71.4 333 50.0 61.9 0.0 64.7
LW Minerva-7B 235 0.0 0.0 40.8 16.7 7.1 333 0.0 28.6
Models Avg ‘ 78.1 47.1 735 ‘ 78.6 47.5 58.0 ‘ 70.9 11.8 | 64.9

4.2 Comparison with Human Respondents

In evaluating the performance of language models, a critical comparison arises between the responses generated by these
models and those of human respondents. We aim to provide insights into the capabilities of language models relative to
average human performance.

Not every test we had included the percentage of human accuracies. Specifically, data was available from one test for
grade 2; for grades 5 and 6, there were accuracies from two tests each; and for grades 8 and 10, accuracies were available
from one test each. Unfortunately, no data on human accuracies was available for grade 13.

In Fig. 4] we compare human and model performances. The red lines represent the median of human answers, set
at 59.8, to delineate which classes of models perform above this benchmark. This division creates four quadrants: both
perform well, neither perform well, humans perform better, and models perform better.
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Table 5: Performance (accuracy %) comparison of Al models across macro areas. Categories are abbreviated as: LI: Locate and identify
information within the text. RM: Reconstruct the meaning of the text, locally or globally. RC: Reflect on the content or form of the text,
locally or globally, and evaluate them. WF: Word formation. LS: Lexicon and semantics. MO: Morphology. SP: Spelling. SY: Syntax.
TP: Textuality and pragmatics.

Section |  Text Comprehension Reflection on the Language Both
Macro Area (#) |LI(108) RM (177) RC (33)| WF (7) LS (29) MO (24) SP (4) SY (19) TP (5)|Overall
claude-3.7-sonnet 94.4 92.7 81.8 | 100.0  96.6 87.5 50.0 100.0 100.0| 92.3
claude-3.5-haiku 82.4 85.9 81.8| 57.1  69.0 833 0.0 667 100.0 | 81.2
gpt-40 89.8 93.8 84.8 | 100.0  82.8 91.7 0.0 839 1000 | 90.1
gpt-4o-mini 78.7 84.2 848 | 714 621 66.7 00 61.1 100.0| 783
gemini-2.0-flash 89.8 89.8 78.8 | 100.0 793 875 0.0 944 100.0| 87.7
gemini-pro-1.5 91.7 88.1 81.8| 714 828 66.7 250 833 100.0| 859
gemma-3-27b-it 824 814 727 | 429 621 792 00 833 1000 | 783
Mistral-Large 88.0 87.0 81.8| 857 793 792 250 89 80.0| 852
mistral-nemo 79.6 819 788 | 571 483 417 0.0 444 100.0| 73.6
llama-3.1-405b 89.8 93.2 879 | 857 862 833 50.0 944 100.0 | 904
llama-3.3-70b 88.0 89.3 848 | 714 724 708 1 0.0 667 60.0| 83.7
llama-3.1-8b 63.9 72.3 66.7 | 143 414 250 0.0 389 800| 615
I Velvet-14B 63.9 63.8 66.7 0.0 345 333 0.0 389 80.0| 575
W Liama-3.1-8b-ITA 71.3 734 758 | 286 552 333 00 389 60.0| 662
TN LLaMAntino-3-8B 61.1 66.7 69.7 0.0 414 292 0.0 444 400| 583
W maestrale-chat-v0.4|  66.7 71.2 66.7 | 57.1 448 5421 0.0 389 100.0| 64.7
Il Minerva-7B 333 333 21.2 0.0 138 125 00 333 20.0| 28.6
Models Avg | 7713 79.3 745| 555 619 603 [ 88 650 835| 649

5 Discussion

Model performance across stratifications. In analysing the performance results of these models, it is evident that models
with a higher number of parameters generally demonstrate superior performance compared to those with fewer parameters,
as illustrated in Figure[3] The figure reveals that smaller models exhibit greater variance and dispersion in their accuracy
scores than medium and large models. They achieve an average accuracy score of 66.43%. Medium-sized models have
a slightly lower average accuracy, compared with the average total accuracy (78.26%), achieving an average score of
77.37%. While the larger sized models score well above average, achieving an accuracy of 84.29%.

Examination of Tables [3|and ] reveals significant variability in model performance across various school grades.

Models tend to perform better in lower grades, while showing lower accuracy in higher ones. In particular, grade 6
and grade 13 are the grades in which the models have the most difficulty in answering the present questions correctly.

A comparative analysis of LLMs across various macro areas is shown in Tab.[5] A notable strength of these models is
their ability to reconstruct the meaning of text, locally and globally (RM), with an overall accuracy of 79.3%. Conversely,
none of the models consistently performed well in the spelling (SP) category, with an overall accuracy of 8.8%. A sur-
prising result is the 83.5% accuracy achieved by the models in question in the Textuality and Pragmatics (TP) category.
An example of this category is shown in Fig. 5]

Overall, LLMs exhibit superior performance on average in Text Comprehension tasks compared to Reflection on the
Language tasks. This aligns with previous findings in the field of Language Understanding, where these language models
can excel at understanding context and drawing inferences based on large contexts because of their generative pre-training
and discriminative fine-tuning [35]. Conversely, syntax and morphology tasks require precise, rule-based understanding
and application. Although models can produce grammatically correct text, they often encounter difficulties with tasks that
demand explicit knowledge of linguistic rules and higher levels of reasoning. None of the models tested could correctly
answer all or even the majority of the SP category questions. These questions presented a classical Italian writing task:

The letter "h" should be placed correctly to answer this question and form the appropriate Italian words. The letter
"h" is essential in Italian for distinguishing between certain homophones. The correct placement would differentiate "ho"
(I have) and "ha" (he/she has), but in this context, the correct form is "a scuola" (at school), meaning no "h" is needed.
Therefore, the sentence reads: "avevo perso I’autobus cosi arrivai tardi a scuola" (I missed the bus so I arrived late at
school). We observed that some of the larger closed models correctly answered one or two of the four spelling questions.

Impact of model size on performance. Large closed-source models achieve superior accuracy on benchmarks, successfully
addressing approximately 80-85% of the tasks. The Claude class model exhibits the highest accuracy with Claude Sonnet
3.7 at 92.3%, while OpenAl’s GPT 40 model shows an accuracy of 90.1%. In the domain of open weights models,
llama-3.1-405b achieves an accuracy of 90.4%, while Mistral-Large produce a 85.2% accuracy score. Among the Italian
pre-trained models, Minerva-7B shows an accuracy rate of 28.6% and Velvet-14B shows an accuracy of 57.5%.

Whereas among the improved Italian models, Llama-3.1-8b-ITA, which is an improved variant of LaMA-3-8b, demon-
strates improved performance, achieving a 66.2% success rate, an increase of 4.7 percentage points over the base model.

Overall, the inference for this benchmark with closed-weight models incurred a cost slightly below $50. The dataset
comprises approximately 620,000 input million tokens, yielding an average output of 17,000 tokens per model. As of the
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Fig. 4: Scatter plot visualising the accuracy of both human respondents and language models on various tests across different grade
levels. The red lines represent the median accuracy of human answers at 59.8%. The graph is divided into four quadrants to categorise
the performance: top-right quadrant ("Both"), where both humans and models perform well; top-left quadrant ("Humans"), where
humans outperform models; bottom-right quadrant ("GenAlI") where models outperform humans; and bottom-left quadrant ("Neither")
where neither models nor humans perform well. Each symbol represents the average performance for each model size on a test,
and colour coding corresponds to the educational grade level, providing an overview of where Al competes or lags behind human
performance. Multiple data points with the same colour and symbol are shown wherever multiple tests for the same school grade exist.

In the following sentence, insert the missing punctuation marks. Rewrite the sentence with the missing marks.

Mother called Little Red Riding Hood and told her please go to grandma; bring her these things the butter the eggs and the
sugar

Fig. 5: Example of a Textuality and Pragmatics question.

inference date, the costliest model was ChatGPT 4-o, priced at $5 per million input tokens and $15 per million output
tokens.

Comparison of models with human respondents. When evaluating language models, comparing their responses to human
respondents is crucial. However, human accuracy data was not uniformly available: it was present for one test in grade 2,
two tests each in grades 5 and 6, and one test each in grades 8 and 10, with no data for grade 13. In Fig.[4] we visualise
those comparisons. The red lines, representing the median human score 59.8%, identify which models perform above or
below this level. This creates four quadrants: both perform well, neither perform well, humans perform better, and models
perform better. It is interesting to notice that, while we assume that LLMs’ performance would vary linearly with task
difficulty, human cognitive development does not follow a linear path in individuals but occurs in stages marked by times
of discontinuity [8]], especially during adolescence.

Where would you place the letter /?
If needed, write it in the box.

[avevo perso 1’autobus cosi arrivai tardi [Ja scuola.

Fig. 6: Example of a Spelling question.
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5.1 Limitations

Data availability. The dataset obtained from Gestinv includes all the INVALSI tests on the Italian language; however, a
few questions (3 or 4) were missing from certain tests. Moreover, in some tests, particularly those labelled as simulations,
a few questions were missing multiple-choice options, rendering the questions unclear. Some metadata was wrongly
labelled. These minor issues were identified and rectified through manual intervention.

Potential shortcomings in complex answer evaluation. A subset of questions (seven in total) posed a significant challenge
in the evaluation due to the requirement for subjective judgment to determine the correctness of the answers. These
questions necessitate that the generated answers be semantically relevant to the target answers provided as references.
The complexity arises because semantic relevance is not always easily quantifiable, leading to potential inconsistencies
in assessment. To address this, we employed BERTscore [48]] to establish an empirical threshold where answers with a
BERT score greater than 0.70 were considered correct, while those below this threshold were deemed incorrect. While
this method provided a systematic evaluation approach, it has limitations. In practice, this method has been manually
validated to work well in all present cases, and future cases will be carefully monitored.

6 Conclusion and Future Work

This research paper introduces a new benchmark for evaluating large language models by structuring the Italian INVALSI
tests. Key contributions include establishing a structured benchmark for the Italian language, extensively assessing current
LLMs, and comparing model performances across various dimensions. Due to the increased complexity of language and
cognitive tasks at higher levels, models perform better on tasks for lower school grades than on higher ones. Models excel
in text comprehension but find reflecting on the Italian language harder. Larger models outperform smaller ones, even
those pre-trained and fine-tuned for the Italian language, indicating that extensive training data and complex architectures
help handle language task nuances better. We also release the data and evaluation suite to allow anyone to test their model
on our benchmark athttps://github.com/Crisp-Unimib/INVALSI-Eval-Suite.

Looking ahead, the research aims to expand the benchmark’s scope and utility by (i) incorporating mathematics
and multimodal capabilities to test the models’ abilities to handle linguistic, quantitative, and visual information. (ii)
Increasing the test size to enhance the robustness of evaluations, reduce variance, and provide a more comprehensive
assessment of LLMs’ linguistic capabilities.

A Ethical Considerations

The dataset is composed entirely of publicly available test questions and does not include any confidential information,
personal data, or non-public communications. All data and supplementary materials used in the collection process are
free from personally identifiable information or sensitive content. An ethical review process was unnecessary since the
dataset is derived solely from public tests and does not involve human subjects or private data. However, potential misuse
risks exist, such as using benchmark results to support or oppose the development of native LLMs specifically tailored
to the Italian language. Careful consideration is advised to prevent misinterpretations or unintended consequences when
applying the evaluation outcomes.

B Resource Availability Statement

Our benchmark is accessible athttps://doi.org/10.5281/zenodo.15553471/under the MIT license, with no
IP-based or other restrictions. Additionally, the code used for the evaluation is available on GitHu{?]
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