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Abstract. Graph-based learning provides a powerful framework for mod-
eling complex relational structures; however, its application within the
domain of wireless security remains significantly underexplored. In this
work, we introduce the first application of graph-based learning for jam-
ming source localization, addressing the imminent threat of jamming
attacks in wireless networks. Unlike geometric optimization techniques
that struggle under environmental uncertainties and dense interference,
we reformulate the localization as an inductive graph regression task. Our
approach integrates structured node representations that encode local
and global signal aggregation, ensuring spatial coherence and adaptive
signal fusion. To enhance robustness, we incorporate an attention-based
Graph Neural Network (GNN) that adaptively refines neighborhood in-
fluence and introduces a confidence-guided estimation mechanism that
dynamically balances learned predictions with domain-informed priors.
We evaluate our approach under complex Radio Frequency (RF) environ-
ments with various sampling densities, network topologies, jammer char-
acteristics, and signal propagation conditions, conducting comprehen-
sive ablation studies on graph construction, feature selection, and pool-
ing strategies. Results demonstrate that our novel graph-based learning
framework significantly outperforms established localization baselines,
particularly in challenging scenarios with sparse and obfuscated signal
information. Our code is available at https: // github. com/ tiiuae/
gnn-jamming-source-localization .

Keywords: Graph-based learning · Graph Neural Networks · Graph
regression · Wireless security · Jamming source localization

1 Introduction

Graphs serve as a fundamental framework for representing complex relation-
ships and interactions in real-world systems. Many highly successful machine
learning applications are based on graph-based learning [23]. Although explored
† These authors contributed equally.
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in numerous domains, the application of graph-based learning to wireless secu-
rity remains underexplored. In particular, jamming source localization, a task
essential for mitigating the threat of interference to the availability of wireless
communication, presents a promising avenue for research. In this study, we in-
vestigate the application of a novel graph-based learning framework to perform
an inductive graph-level regression task to predict the location of a jammer in
complex RF environments.

The ubiquitous and growing dependence on wireless networks for everyday
connectivity and mission-critical operations introduces significant security vul-
nerabilities. As jamming attacks transmit intentional interference across commu-
nication channels, they lead to degradation and severing of wireless links [16].
The repercussions of such attacks are severe, leading to disruptions in essen-
tial services and operational hazards [28]. Although countermeasures such as
frequency hopping have been explored, their effectiveness is limited against ad-
vanced jammers such as reactive, follow-on, and barrage that adaptively pur-
sue target frequencies creating dense interference across multiple channels [17].
Unlike avoidance techniques that passively adjust the network to evade interfer-
ence, jammer localization provides a direct mitigation strategy, wherein network
administrators can deploy countermeasures such as physical neutralization or
geofencing to restore network reliability regardless of the attack strategy [28].

Classical jammer localization methods rely on geometric and optimization-
based techniques to estimate the jammer’s position. However, they degrade in
real-world RF environments due to noise and multipath effects [14]. Their depen-
dence on idealized propagation models limits adaptability to stochastic RF dy-
namics. To overcome these limitations, we introduce a novel graph-based formu-
lation of the jamming localization problem, leveraging attention-based GNNs to
adaptively extract spatial and signal-related patterns from measurements. Addi-
tionally, we propose Confidence-guided Adaptive Global Estimation (CAGE), a
confidence-guided estimation mechanism that dynamically balances GNN-based
predictions with domain-informed priors, improving robustness in varying de-
ployment conditions. Rather than treating localization as a geometric optimiza-
tion problem, we redefine it as a graph regression task, where node features
encode key RF and spatial characteristics, and the graph structure captures
local and global signal dependencies. Our contributions are as follows:

– We present the first application of GNNs to jamming source localization
in wireless networks by reformulating the problem as an inductive graph
regression task.

– We propose a graph-based learning framework with structured node rep-
resentations for local and global signal aggregation. We also introduce a
confidence-guided estimation mechanism to balance GNN predictions with
domain-informed priors.

– We conduct comprehensive ablation studies on graph construction and model
design, analyzing the impact of node connectivity, feature selection, pooling
strategies, downsampling techniques, and graph augmentations on localiza-
tion performance and model robustness.
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– We benchmark against well-known localization methods in challenging envi-
ronments, consistently outperforming established baselines, with emphasized
improvements in scenarios characterized by sparse and obscured signal in-
formation.

The remainder of this paper is organized as follows. Section 2 reviews related
work, highlighting existing approaches to jamming source localization and their
limitations. Section 3 formally defines the problem, detailing the network config-
uration, jammer characteristics, and underlying assumptions. Section 4 presents
a learning framework that dynamically integrates data-driven representations
with inductive priors. Section 5 reports experimental results, demonstrating the
effectiveness of our approach under various network conditions. Finally, we con-
clude by discussing key findings and future research directions.

2 Related Work

2.1 Jamming Source Localization

Jamming source localization has been widely studied using range-free and range-
based algorithms. Range-free algorithms perform localization using network topology-
related properties, without relying on the physical characteristics of the incom-
ing signals [11]. These methods are useful in infrastructure-limited environments,
however, they suffer from degraded accuracy in sparse or unevenly distributed
networks [25,28]. In contrast, range-based methods utilize geometric optimiza-
tion to estimate the distance to the source using the measurement of various
physical properties such as Received Signal Strength Indicator (RSSI), Time
of Arrival (ToA), and Angle-of-Arrival (AoA) [11]. While these methods gen-
erally achieve higher accuracy, obtaining measurements such as ToA and AoA
rely on specialized and calibrated hardware and are susceptible to errors where
multipath effects introduce significant biases [29].

Many of the existing jammer localization approaches are validated under the-
oretical propagation models, such as free-space path loss, which fails to capture
the complexities of real-world settings. Furthermore, many evaluations fail to in-
clude diversity in attack scenarios, sampling strategies, and long-range jamming
effects [15]. To address these limitations, we evaluate our method on diverse net-
work configurations, leveraging the Log Distance Path Loss (LDPL) [6] model
to account for realistic signal propagation conditions (See Appendix D).

As our method leverages spatial and signal information exclusively, we fo-
cus on methods that similarly harness this information for localization. We
benchmark our approach against established range-free and range-based local-
ization techniques: Weighted Centroid Localization (WCL) [25], Least Squares
(LSQ) [28], Path Loss (PL) [13], Maximum Likelihood Estimation (MLE) [13],
and Multilateration (MLAT) [30]. These baselines serve as reference points to
assess the robustness and adaptability of our graph-based framework.
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2.2 Graph Neural Networks for Localization

GNNs have demonstrated strong capabilities in regression tasks by capturing
spatial dependencies within graph-structured data, such as in molecular prop-
erty prediction and material science [12]. Beyond these domains, GNNs have also
been applied to pose regression problems, including camera pose estimation [22]
and human pose tracking [31], where they refine node and edge representations
to improve motion prediction and spatial consistency. Their effectiveness in lo-
calization tasks has also gained attention, particularly in wireless and sensor
network applications. GNNs have been applied to RF-based localization, includ-
ing WiFi fingerprinting-based indoor localization [9], where they leverage RSSI
signals to construct graphs and improve positioning accuracy. More recent works
extend GNNs for network localization beyond Wi-Fi, addressing challenges such
as dynamic network topologies and mobility-induced signal variation [6].

While these advancements highlight the growing potential of GNNs for net-
work localization, their application to jamming source localization remains un-
explored. This gap presents an opportunity to adapt GNNs to interference lo-
calization, addressing unique challenges under adversarial conditions.

3 Problem Definition

The problem addressed in this study is the localization of a wireless jammer, an
adversarial interference source that disrupts communications by emitting inten-
tional interference signals to degrade legitimate wireless communication.

Network Configuration The network consists of N devices, either static or
dynamic, deployed in a D-dimensional space, where A ⊂ RD defines the geo-
graphic area of interest and N ≥ 1. Each device i records signal measurements
over time, forming a set of samples:

Si = {s1i , s2i , . . . , sTi }, sti = (xt
i, η

t
i)

where sti denotes a measurement taken at position xt
i with an associated noise

floor value ηti in dBm at time t. Note that ηti , referred to as the noise floor, is com-
monly treated as jamming signal strength, where here it represents the combined
effect of jammer interference and baseline environmental noise floor. Signal at-
tenuation and propagation effects are modeled using the empirical LDPL model
to simulate Non-line-of-sight (NLOS) conditions; refer to Appendix D for details.

This formulation accommodates both static and dynamic sampling scenarios.
In the static case, devices remain at fixed locations but are likely distributed over
space. In contrast, in the dynamic case, devices move through space, collecting
measurements at different positions over time.

Jammer Characteristics The jammer is located at an unknown position
xj ∈ A and emits interference signals that elevate the noise floor of nearby
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devices. The interference strength varies spatially due to distance attenuation
and propagation effects such as shadowing and multipath fading. The sampled
region, denoted as R ⊆ A, is the subset of A where devices collect noise floor
measurements. Although the jammer’s position satisfies xj ∈ A, it does not nec-
essarily hold that xj ∈ R, i.e., xj ∈ A \ R is possible. We evaluate localization
methods in scenarios where the jammer affects areas beyond the sampled region,
testing their ability to infer positions outside direct measurement zones.

Objective Given the set of samples collected by N devices, denoted as S =
{S1,S2, . . . ,SN}, the goal is to infer xj based on the spatial distribution of
measured noise floor levels. This problem is inherently challenging due to en-
vironmental noise and uncertainty affecting signal propagation, complex spatial
correlations between noise floor levels and jammer interference, and the need to
generalize beyond observed regions where no direct measurements are available.

4 Graph-Structured Learning for Jammer Localization

Given the set of collected measurements S = {S1,S2, . . . ,SN}, we represent the
sampled signal space as a graph G = (V,E), where nodes in V correspond to in-
dividual measurement instances sti ∈ Si, and edges E define spatial relationships
between them. Edges are established using K-Nearest Neighbors (KNN), where
for each node vi, an edge set is constructed as E = {(vi, vj) | vj ∈ Nk(vi)}, where
Nk(vi) denotes the set of k nearest neighbors of vi in the Euclidean space. To
enforce the spatial attenuation principle of jamming signals, each edge (vi, vj) is
assigned a weight wij that decays exponentially with the Euclidean distance as:

wij =
e−dij

(
e− edij

)
e− 1

, (1)

where dij =
∥xi−xj∥
dmax

is the normalized Euclidean distance between nodes vi and
vj , with dmax = max(vi,vj)∈E ∥xi − xj∥.

Since message passing in the graph relies on node and edge attributes, we
define a structured representation that incorporates both spatial and signal char-
acteristics. Each node i ∈ V is assigned a feature vector:

Xi = (η̃i,x
sph
i ,xcart

i ,F local
i ). (2)

where η̃i is the normalized noise floor value and xsph
i represents the normalized

angular representation:

xsph
i = (ri, sin θi, cos θi, sinϕi, cosϕi), (3)

where ri is the radial distance from the origin, and (θi, ϕi) are the azimuth
and elevation angles of the measured position. We additionally incorporate the
normalized cartesian coordinate representation xcart

i = (x̃i, ỹi, z̃i) to maintain
direct Euclidean relationships between nodes.
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To encode spatial correlations and local noise floor variations within the
graph, we define F local

i , which characterizes the local noise floor distribution
within each node’s neighborhood:

F local
i = {median(ηNk(i)),max(ηNk(i)), ∆ηi,x

wcent
i , dwcent

i },

where median(ηNk(i)) and max(ηNk(i)) provide local statistical summaries of the
noise floor levels, ∆ηi represents the deviation of the node’s noise level from the
mean noise level within its neighborhood, and xwcent

i and dwcent
i correspond to

the local weighted centroid and its distance from the node vi, respectively:

xwcent
i =

∑
j∈Nk(i)

η′jxj∑
j∈Nk(i)

η′j
, dwcent

i = ∥xi−xwcent
i ∥, ∆ηi = ηi−

1

|Nk(i)|
∑

j∈Nk(i)

ηj ,

where η′j = 10ηj/10 represents the noise floor level converted to linear scale.
For dynamic scenarios where devices move while collecting measurements, the

graph representation is extended to incorporate temporal dependencies. Each
node i ∈ V retains its spatial attributes while additionally capturing motion
through two features: the direction vector and the temporal signal variation.
These measurements, computed between consecutive positions, are given, re-
spectively, as:

di = xt+1
i − xt

i, ∆ηtemp
i = ηt+1

i − ηti .

The final node feature vector for dynamic scenarios is given by:

Xi = (η̃i,x
sph
i ,xcart

i ,F local
i ,di, ∆ηtemp

i ). (4)

4.1 Learning Spatial Relations with Attention-Based Graphs

Graph-based learning enables the model to capture structured dependencies in
the jammer interference field, allowing for improved generalization across spa-
tial regions. However, effective learning in this setting requires handling two
key challenges: (1) signal measurements are inherently noisy due to environ-
mental conditions, leading to unreliable observations, and (2) the importance of
neighboring nodes varies depending on both their spatial proximity and their
reliability in capturing interference effects. Traditional GNN architectures, such
as Graph Convolutional Networks (GCNs) [8], perform uniform neighborhood
aggregation, which limits their ability to weigh the informativeness of spatially
adjacent nodes. Our approach follows Graph Attention Network (GAT) [24],
incorporating an adaptive weighting mechanism that dynamically refines neigh-
borhood influence, ensuring that message passing prioritizes nodes with reliable
signal information while attenuating contributions from potentially misleading
observations.

Let X ∈ R|V |×F represent the matrix of raw node features, where each node
vi has an initial feature vector h

(0)
i = Xi ∈ RF . Before computing attention,

node features are first transformed at each layer l using a learnable weight matrix
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W(l). The updated node representation at layer l + 1 is computed through the
aggregation function denoted as:

h
(l+1)
i = ReLU

∑
j∈Ni

α
(l)
ij W

(l)h
(l)
j

 . (5)

The attention coefficients α
(l)
ij , weighted by wij , determine the relative impor-

tance of each neighboring node vj to node vi and are computed as:

α
(l)
ij =

wij exp
(
LeakyReLU

(
aT [W(l)h

(l)
i ∥W(l)h

(l)
j ]

))
∑

k∈N (i) wik exp
(
LeakyReLU

(
aT [W(l)h

(l)
i ∥W(l)h

(l)
k ]

)) , (6)

where a ∈ R2F ′
is a learnable attention weight vector, with 2F ′ corresponding

to the concatenation of intermediate node embeddings of dimension F ′. Here,
(·)T denotes transposition, ∥ represents vector concatenation, and wij is given by
Equation (1). In our implementation, we utilize multi-head attention as originally
proposed in [24], where multiple independent attention mechanisms operate in
parallel. The resulting node embeddings are concatenated across attention heads,
except in the final layer, where they are averaged.

4.2 Supernode-Guided Adaptive Estimation

Prior work [25] establishes that WCL, a simple localization method based on
weighted averaging of anchor positions, achieves low localization error when node
density around jammer’s position is high and placement is radially symmetric,
with error decreasing as the number of nodes increases. Building on this, we
expand the graph definition to incorporate WCL as a domain-informed prior,
leveraging it under dense and symmetrical sampling conditions while introducing
an adaptive confidence weighting mechanism for effective integration within the
learning framework.

Global Context Encoding with Domain-Guided Priors We extend the
graph representation G = (V,E) by introducing a supernode vs, which encodes a
structured global prior by representing the weighted centroid of the measurement
space based on noise floor levels. The augmented graph is defined as:

G′ = (V ′, E′), where V ′ = V ∪ {vs}, E′ = E ∪ {(vi → vs) | vi ∈ V }. (7)

Each node vi ∈ V is connected to the supernode via a directed edge (vi →
vs) with weight wis given by Equation (1). This connectivity structure ensures
that the supernode functions as a global aggregator, primarily influencing the
computation of a confidence weight α (later defined in Equation (12)) while
remaining decoupled from the GNN regression process, thereby preventing direct
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GNN

Fig. 1: Overview of the proposed jammer localization framework. A graph is con-
structed where nodes represent spatial and signal instances, and edges capture
spatial relationships. The encoder processes the graph to learn spatial correla-
tions. The final jammer position is estimated through an adaptive combination of
the GNN prediction and WCL prior, controlled by a learned confidence weight.

bias from the WCL prior. The spatial position and noise level of the supernode
are defined as:

xsuper =

∑
i∈V wixi∑
i∈V wi

, ηsuper =

∑
i∈V wiηi∑
i∈V wi

, where wi =
η′i∑

j∈V η′j
. (8)

Here, wi represents the normalized weight assigned to each node vi. Since the
feature vector for each node, as defined in Equation 2, is a function of position,
noise, and neighboring nodes, we also expand the feature representation for vs.

Confidence-Guided Adaptive Position Estimation The estimated jammer
position is computed as a five-tuple normalized angular representation combining
the GNN-based prediction with the domain-informed WCL prior. The GNN-
based position estimate is obtained by applying a linear transformation to a
pooled representation of the node embeddings:

x̂GNN = WGNNhgraph + bGNN, (9)

where x̂GNN = (r̂, ŝθ, ĉθ, ŝϕ, ĉϕ) represents the predicted position, with WGNN ∈
R5×F ′

and bGNN ∈ R5 as learnable parameters. The graph representation hgraph
of G′ is computed using an element-wise max pooling operation over all node
embeddings, excluding the supernode:

hgraph = max
vi∈V

h
(L)
i , (10)

where h
(L)
i is the final embedding of node vi after L layers of attention-based

aggregation given in Equation (5). To determine the confidence weights α =
(α1, α2, α3, α4, α5), the supernode representation hsuper is passed through a lin-
ear transformation followed by a sigmoid activation:

α = σ(Wαhsuper + bα), (11)

where α ∈ R5 is a five-dimensional confidence vector, with each αd corresponding
to one of the five output components in the normalized angular representation.
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The parameters Wα ∈ R5×F ′
and bα ∈ R5 are learnable, and sigmoid σ(·)

ensures that 0 < αd < 1. Finally, the predicted jammer position is computed as:

x̂final = α⊙ x̂GNN + (1−α)⊙ x̂WCL, (12)

where ⊙ denotes element-wise multiplication, and x̂WCL is the five-tuple nor-
malized angular representation of the WCL estimate.

This formulation allows the model to adaptively balance the reliance on the
GNN-based prediction and the structured WCL prior, ensuring robustness across
varying sampling densities and spatial distributions. The corresponding graph-
based formulation and adaptive position estimation process are illustrated in
Figure 1, showing the transformation from raw signal measurements to the final
position estimate through graph construction, GNN encoding, and confidence-
weighted integration of the WCL prior.

4.3 Training Strategy and Loss Function

To enable adaptive estimation, we define a loss function that minimizes localiza-
tion error by optimizing the weighted combination of the GNN-based estimate
and the WCL prior. Given a batch of training instances B, the loss function for
adaptive estimation is formulated as:

LAdapt =
1

|B|
∑
m∈B

∥∥∥x̂(m)
j −

(
α(m) ⊙ x̂

(m)
GNN + (1−α(m))⊙ x̂

(m)
WCL

)∥∥∥2, (13)

where x̂
(m)
j is the ground truth jammer position in the normalized angular rep-

resentation, x̂(m)
GNN is the predicted position from the GNN model, and x̂

(m)
WCL is

the WCL-based position estimate. The confidence vector α(m) ∈ R5 is learned
from the supernode representation and dynamically balances the contribution of
the two estimations.

Encouraging Independent Learning of the GNN Regressor While the
confidence mechanism allows optimal weighting of WCL and GNN estimates, an
inherent risk of optimizing Equation (13) alone is that the GNN regressor might
learn primarily as a residual corrector for WCL rather than as an independent
position estimator. To prevent this, we introduce an additional loss term that
enforces direct learning of the jammer’s position by the GNN. This leads to the
joint loss formulation:

LCAGE =
1

2
(LGNN + LAdapt) + λ

∑
m∈B

(1−α(m))2, (14)

where
LGNN =

1

|B|
∑
m∈B

∥∥∥x̂(m)
j − x̂

(m)
GNN

∥∥∥2. (15)
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Here, LGNN ensures that the GNN independently learns to predict the jammer’s
position without being influenced by WCL, while LAdapt (as defined in Equa-
tion (13)) optimizes the weighted combination of GNN and WCL estimates,
ensuring that the model learns to assign appropriate confidence to each based
on spatial conditions. The final term in Equation (14) penalizes deviations of
α(m) from 1, reducing over-reliance on WCL. For simplicity, we set λ = 0 in our
experiments while retaining this term for flexibility.

Note that in the experimental evaluation, we refer to our proposed method
as CAGE. For clarity in comparisons, Multilayer Perceptron (MLP), GCN, Prin-
cipal Neighbourhood Aggregation (PNA) and GAT operate on graph G and are
trained with Equation (15) with the final estimate given by x̂GNN, while CAGE
is evaluated on the augmented graph G′ and the adaptive confidence-weighted
estimation, trained with Equation (14).

5 Experimental Evaluation

We evaluate CAGE across static and dynamic environments under the LDPL
model. In the static setting (Section 5.1), fixed nodes with varying positions and
densities are considered, with the jammer positioned either inside or outside the
sampled region R to study spatial effects. In the dynamic setting (Section 5.2),
a device moves in 3D space, approaching and encircling the jammer to assess
localization accuracy across angles and distances. Ablation studies in Section 5.3
and Appendix A evaluate the impact of node features, edge construction, graph
augmentations, global pooling, and downsampling techniques. Details on data
generation, node spatial arrangements, jammer characteristics, and signal prop-
agation environments varied in our experiments are provided in Appendix D,
and an analysis of confidence weighting is presented in Section 5.3.

We compare CAGE against classical methods (WCL [28], LSQ [28], PL [13],
MLAT [30], MLE [13], MLP) and graph-based learning methods (GCN [8],
PNA [3], GAT [24]). As previously described, while MLP, GCN, PNA, and GAT
operate on G, CAGE leverages augmented graph G′ with the supernode, incor-
porating graph attention mechanisms alongside confidence-weighted estimation
for adaptive localization. Models are trained using AdamW with a one-cycle
cosine annealing scheduler. Hyperparameter tuning details, including model ar-
chitectures and optimizer settings, are provided in Appendix C. Appendix 5.3
describes the downsampling techniques applied in the dynamic experiments. All
experiments are conducted over three independent trials with different random
seeds to ensure robust evaluation, reporting the mean and standard deviation
of Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) as the
primary evaluation metrics.

5.1 Static Evaluation for Jamming Localization

To analyze the impact of node arrangements and coverage on localization ac-
curacy, we evaluate performance in a static setting where devices remain fixed
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Table 1: RMSE in jammer localization for static scenarios, averaged over three
trials with different seeds. Results are split by sampling geometry. MAE results
are provided in Appendix B Table 8.

Method Jammer within (xj ∈ R) Jammer outside (xj ∈ A \ R) Mean
C T R RD Mean C T R RD Mean

R
M

SE

WCL 53.6 65.6 39.7 54.1 53.3 201.6 241.1 254.6 234.0 232.8 143.1
PL 159.5 115.0 121.3 114.6 127.6 357.3 314.4 365.2 336.2 343.3 235.5
MLE 123.2 112.5 116.5 362.3 178.6 295.8 302.9 318.3 1002.7 479.9 329.3
MLAT 158.1 125.5 110.4 98.2 123.1 346.8 329.7 353.4 309.3 334.8 229.0
LSQ 299.0 268.9 146.7 487.5 300.5 495.6 440.5 568.8 713.9 554.7 427.6

MLP 54.1 46.1 34.7 42.6 44.4 95.7 120.3 120.6 125.0 115.4 79.9
GCN 51.6 44.2 36.1 49.3 45.3 91.5 115.1 117.7 124.3 112.2 78.8
PNA 50.8 41.3 30.6 38.8 40.4 91.1 115.0 113.9 119.7 109.9 75.2
GAT 49.7 41.1 30.1 39.2 40.0 89.6 113.7 114.3 117.6 108.8 74.4
CAGE 42.8 36.5 27.9 35.7 35.7 77.2 101.4 104.1 107.3 97.5 66.6

at predefined locations. Each instance consists of nodes randomly placed within
the geographic area A = {(x, y) ∈ R2 | 0 ≤ x, y ≤ 1500}, following circular, tri-
angular, rectangular, or uniformly random layouts. These configurations define
the sampling region R ⊆ A, where noise floor measurements are collected. The
jammer’s position xj is also randomly assigned within A, independently of node
placement, resulting in two distinct localization scenarios: when xj ∈ R, prox-
imity to the source yields more precise sampling of interference, whereas when
xj ∈ A \ R, localization relies on extrapolation from peripheral observations.

Table 1 presents the jammer localization performance across various methods
in the static experiment as measured by RMSE. MAE results are provided in
Appendix B Table 8. The classical localization methods exhibit significantly
higher errors across all sampling scenarios. Among them, WCL performs best
with an overall RMSE of 143.1m, while LSQ yields the worst performance. The
suboptimal performance of path-loss-based approaches (PL, MLE, MLAT, LSQ)
is likely attributed to their dependency on estimating the path loss exponent (γ)
and jammer transmit power (P jam

t ) in order to estimate the jammer position [13].
The GNN-based approaches consistently outperform these classical methods.
CAGE delivers the highest overall performance, achieving an RMSE of 66.6m,
followed by GAT with an RMSE of 74.4m, improving localization accuracy as
compared to WCL by 114.9%.

A significant performance gap is observed based on whether the jammer is
located inside or outside the sampled region R. Localization outside R is inher-
ently more challenging due to extrapolation beyond measured signals. Classical
methods like WCL perform well within densely and radially symmetric sampled
regions [25], resulting in an RMSE of 53.3m (inside). However, the performance
sharply declines when extrapolating, with RMSE increasing to 232.8m (outside).
In contrast, GAT demonstrates better robustness, with RMSE rising moderately
from 40.0m (inside) to 108.8m (outside). CAGE achieves the lowest errors overall,
with RMSE of 35.7m (inside) and 97.5m (outside). Notably, the circular topology
significantly enhances performance when the jammer is outside R by maximiz-
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Table 2: RMSE in jammer localization along dynamic trajectories, reported
across distance intervals to the jammer and averaged over three trials. The final
column reports the mean RMSE across the full trajectory. MAE results are pro-
vided in Appendix B Table 9.

Method Distance to the Jammer (m) Mean
d > 500 d ∈ [500, 200] d ∈ [200, 100] d ∈ [100, 50] d ∈ [50, 0]

R
M

SE

WCL 372.4 253.1 111.8 45.4 11.6 66.6
PL 379.8 312.6 190.0 104.2 41.4 100.5
MLE 510.5 463.9 148.4 92.9 6486.9 5493.5
MLAT 275.2 234.3 183.9 147.0 99.1 124.7

MLP 182.1±9.7 114.8±7.8 49.1±3.2 28.3±1.2 19.0±1.0 35.0±0.7
GCN 161.5±4.3 91.1±1.2 34.2±0.1 19.1±0.4 10.8±0.2 25.6±0.3
PNA 214.1±7.3 129.5±5.2 56.9±2.4 34.9±1.7 24.9±1.1 41.5±1.2
GAT 131.0±13.6 70.0±0.2 33.2±1.5 17.8±0.6 9.6±0.5 21.3±0.6
CAGE 104.0±5.9 53.4±0.2 23.5±0.7 14.0±0.4 5.7±0.2 15.7±0.1

ing angular diversity and preserving directional information, as supported by the
principles guiding the use of circular antenna arrays in direction-finding appli-
cations [7]. These findings highlight the critical role of spatial coverage and the
superior robustness of GNN-based methods for long-range jammer localization.

5.2 Dynamic Evaluation for Jamming Localization

We evaluate localization performance in a dynamic 3D environment where a
mobile device travels through space while tracking a jamming source. The tra-
jectory follows an encirclement pattern, where the device converges toward the
jammer while collecting measurements from varying distances and angles. This
experiment enables the analysis of localization performance under varying obser-
vational constraints, evaluating how well methods estimate the jammer’s position
with limited initial data and how accuracy evolves as additional spatially diverse
measurements are incorporated. During training, we employ random cropping of
trajectory segments to expose the model to varied subsequences of the jamming
encounter, enhancing robustness to partial observations and improving general-
ization across different trajectory lengths.

Table 9 presents the jammer localization performance for various methods in
the dynamic experiment for MAE. RMSE results are provided in Appendix B
Table 2. The results are categorized by distance intervals, where each column
represents a different proximity range between the jammer and the nearest sam-
pled measurement. The final column reports the overall mean across trajectories.
Notably, WCL achieves an RMSE of 11.6m in the closest range (d ∈ [50, 0]). How-
ever, at larger distances (d > 500), WCL degrades significantly with an RMSE of
372.4m. CAGE leverages confidence-weighted estimation to adaptively integrate
WCL’s structured prior with the GNN-based predictions, resulting in the most
consistent and robust performance. With an RMSE of 5.7m in d ∈ [50, 0], CAGE
significantly outperforms both WCL and GAT. Interestingly, while CAGE inte-
grates WCL as a prior, its benefits extend beyond dense, symmetric scenarios.
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Fig. 2: Localization performance as a function of (a) minimum distance to the
jammer and (b) maximum noise floor.

D = 26.4m D = 9.3m D = 12.1m D = 9.7m D = 4.9m D = 4.5m

(a) t = 0 (b) t = 0.2 (c) t = 0.4 (d) t = 0.6 (e) t = 0.8 (f) t = 1.0

Fig. 3: Localization accuracy along a single trajectory. The red cross-mark is the
jammer position, orange is WCL, and blue is the CAGE prediction.

The performance gap is particularly evident in sparse sampling conditions, where
CAGE maintains significantly lower error than WCL and GAT, highlighting its
ability to generalize beyond the expected advantages of structured priors.

Figure 2 shows localization performance trends over varying distances to
the jammer and noise floor conditions. In Figure 2(a), WCL performs well at
short distances, surpassing GAT only when very close to the jammer (∼20 m).
While GAT demonstrates greater robustness along most of the trajectory, its
performance is consistently surpassed by CAGE. Figure 3 visually compares
localization predictions along a trajectory, demonstrating progressive refinement
after initial attack detection.

5.3 Ablation Study

CAGE Components We perform an ablation study to assess the contribu-
tion of individual components in the CAGE architecture, as detailed in Table 3.
The columns LGNN and LAdapt indicate the use of graph-based and adaptive
losses, respectively, as defined in Section 4. “SN” and “SN Edges” denote the
presence of a supernode and its edge connections. “Con.” represents the confi-
dence weight (α) layer (linear or 3-layer MLP with ReLU activations and final
sigmoid), while “Con. In” and “Reg. In” indicate the input data for the confidence
weight layer and regressor, respectively. “Con. Out” indicates whether a single
shared confidence weight is used for all predicted coordinates or separate weights
are produced for each. Finally, x̂final and x̂GNN represent the estimated position
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Table 3: Ablation study on CAGE components.
Loss Configurations

x̂final x̂GNN
LGNNLAdapt SN SN Edges Con. Con. In Reg. In Con. Out

✓ ✗ ✗ – – – – – 21.3±0.6
✗ ✓ ✓ Undirected Linear Single 22.2±0.2 253.8±40.1
✗ ✓ ✓ Undirected Linear Single 21.3±0.7 247.4±30.8
✗ ✓ ✓ No edges Linear Single 20.6±0.1 155.8±32.2
✗ ✓ ✓ No edges Linear Single 19.7±0.3 119.1±9.2
✗ ✓ ✓ Directed Linear Single 19.4±0.3 102.9±6.9
✗ ✓ ✓ Directed MLP Single 18.2±1.1 117.1±4.7
✗ ✓ ✓ Directed MLP Multiple 17.7±0.4 153.0±17.1
✓ ✓ ✓ Directed MLP Single 16.6±0.8 16.8±0.8
✓ ✓ ✓ Directed MLP Multiple 15.7±0.1 16.2±0.0

using the marked loss functions in the table and the GNN-only prediction, re-
spectively. The symbols , , and denote pooled graph representations with
the supernode, without the supernode, and exclusively using the supernode.

Results show that replacing bidirectional edges with directed edges improves
accuracy, using an MLP instead of a linear layer reduces RMSE, and multiple
confidence outputs outperform a single output. Training with LCAGE enables
the GNN regressor to function properly, achieving an RMSE of 16.2 compared
to 153.0m without it, with adaptive estimation reaching 15.7.

Confidence Weighting in CAGE We analyze how the LCAGE loss shapes
confidence weight assignment in CAGE by comparing two training setups: one
using only LAdapt and another incorporating the full LCAGE loss. Confidence
weights are plotted against the jammer’s distance to assess how the choice of
loss function influences the model’s reliance on the WCL prior versus GNN-based
predictions. This experiment uses the dynamic trajectory data described in Sec-
tion 5.2, where measurements are collected while encircling the jammer from
varying distances and angles. This setup yields conditions where the GNN can
best leverage wide spatial context at long ranges, while WCL becomes increas-
ingly reliable at close distances due to the dense, radially symmetric sampling
created by the encircling motion.

When trained solely with LAdapt (Figure 4a), the model assigns relatively
low confidence weights across all distances. This suggests a persistent reliance
on WCL, even in regions where GNN-based predictions should dominate. Since
LAdapt optimizes the blended prediction without enforcing a direct learning sig-
nal for the GNN, the model tends to treat it as a correction mechanism rather
than as an independent estimator. In contrast, training with LCAGE (Figure 4b)
yields high initial confidence in the GNN prediction (α ≈ 1), especially at large
distances. As the distance to the jammer decreases, confidence in WCL increases,
indicating that the model learns when the WCL prior becomes more reliable,
particularly in the densely sampled, radially symmetric regions near the jammer.
This improvement stems from the explicit GNN supervision provided by LGNN,
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(a) Training with LAdapt (b) Training with LCAGE

Fig. 4: Effect of training loss on confidence weighting in CAGE. (a) Training with
LAdapt causes over-reliance on WCL due to low GNN confidence. (b) Training
with LCAGE increases initial GNN confidence, sharpening near the jammer.

Table 4: Ablations on augmentations, global pooling, and neighborhood size.
(a) Varying number of k nearest neighbors. (b) Global pooling strategies.

k 3 5 7 11

RMSE 54.7±0.1 57.3±0.0 60.2±0.2 64.9±0.2

Pooling Sum Mean Max Att

RMSE 72.2±0.3 84.1±0.2 52.9±0.1 61.7±0.3

(c) Graph- and Feature-level augmentations.

Aug None Rotation Crop Drop Node Feat. Noise

RMSE 54.7±0.1 58.9±0.1 54.5±0.1 52.9±0.1 54.6±0.1

(d) Performance of combined augmentation strategies.

Aug Crop+DN DN+Feat Noise Crop+Feat Noise

RMSE 55.5±0.1 53.0±0.1 55.3±0.2

resulting in a more structured confidence-weighting mechanism and improved
localization robustness.

Figure 4b also reveals that among all confidence weights, α2, which corre-
sponds to sin(θ) in the final estimation, remains slightly lower than the others,
even at large distances. This suggests that while the model generally prioritizes
GNN-based predictions, it continues to rely on the WCL azimuth as a stable
directional reference. Although we used λ = 0 in this work, tuning λ in Equa-
tion (14) may further improve performance by better balancing the model’s
reliance on different components.

Graph Construction, Pooling, and Augmentations We investigate how
different graph construction strategies, pooling methods, and augmentation tech-
niques influence model performance, as summarized in Table 4. A lower neigh-
borhood size (k = 3) yields the best RMSE, with larger k leading to over-
smoothing [10]. Among global pooling strategies, max pooling performs best.
For augmentations, DropNode [5] at a 0.2 drop rate offers the greatest improve-
ment, and the combination of DropNode and feature noise achieves the best
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Table 5: Ablation study of downsampling techniques on high-resolution dynamic
path data under LDPL model. The retained number of nodes is denoted by |V |.
|V | Window averaging Spatial binning with noise filtering

t0.0−0.2 t0.4−0.6 t0.8−1.0 Mean t0.0−0.2 t0.4−0.6 t0.8−1.0 Mean

200 74.5 22.1 13.2 38.7 78.4 21.6 10.5 40.5
600 63.2 21.8 14.7 34.3 63.5 16.3 9.8 31.7
800 57.1 23.9 15.7 32.2 59.3 15.3 10.4 29.7
1000 54.6 23.4 16.5 31.4 54.5 13.7 9.8 27.4

performance overall. See Appendix A for further results on feature engineering
and augmentations.

Downsampling Strategies for High-Resolution Signal Graphs High-
frequency sampling in Software Defined Radio (SDR) systems produces dense
graphs with thousands of nodes (approx. 6000 per instance in our dynamic
dataset; see Appendix D, Table 11). To reduce computational cost while pre-
serving key signal characteristics, we apply downsampling prior to graph con-
struction. We compare two methods: (1) window averaging, which operates on
the raw sequence of samples by dividing it into |V | segments based on sample
count and averaging the position and noise values within each; and (2) spatial
binning with noise filtering, which groups samples into fixed 1m3 spatial bins
based on their positions, averages the position and noise values within each bin,
and retains only the |V | bins with the highest average noise, as high-noise regions
are more informative [13].

Table 5 presents results from the downsampling ablation experiment. Each
segment tℓ,u denotes a subinterval of the normalized trajectory, with ℓ and u
indicating the lower and upper bounds of the time fraction. The results indi-
cate that spatial binning with noise filtering consistently outperforms window
averaging, particularly in later segments. Following these results, we adopt the
spatial boning with noise filtering with |V | = 1000 for all our experiments.

6 Conclusion

This work presents CAGE, the first graph-based framework for jamming source
localization that reformulates the problem as an inductive graph regression task.
Our approach integrates attention-based GNNs with a confidence-weighted fu-
sion mechanism that adaptively balances learned predictions with structured
spatial priors. Experiments across diverse static and dynamic scenarios demon-
strate that CAGE consistently outperforms both classical and learning-based
baselines. Through detailed ablations, we show that our design choices signif-
icantly enhance model robustness and performance. Future work includes in-
corporating temporal GNNs, analyzing the impact of the confidence weighting
parameter λ, and evaluating cross-domain generalization beyond simulated en-
vironments.
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