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Abstract. Accurately determining selling prices for listings in online
marketplaces poses a significant challenge due to the lack of universally
recognized identifiers, such as Global Trade Item Numbers (GTIN) or
Universal Product Codes (UPC). This lack of uniformity results in in-
consistencies across product descriptions, titles, attributes, and features,
complicating price prediction efforts. Traditional approaches for price
prediction have predominantly relied on manually engineered features or
direct price predictions from textual and image data, often failing to cap-
ture the nuanced differences between similar products. While transformer
architectures have been widely used in e-commerce for item recommenda-
tion and retrieval tasks, these applications focus mainly on single-modal
retrieval and do not address the complexities of pricing.

In this paper, we introduce a novel approach to price recommendation
by leveraging item retrieval methods enhanced with hard negatives dur-
ing training. Incorporating hard negatives improves the quality of the
generated embeddings, enabling more effective differentiation between
similar listings with significantly different prices. This methodology fo-
cuses on understanding the contextual relationships and characteristics
of listings relative to one another, rather than solely focusing on direct
price prediction.

By integrating contrastive learning with both price and aspects-based
hard negatives, our approach better distinguishes between similar list-
ings, significantly advancing price recommendation methods. Our re-
search addresses this gap, aiming to significantly enhance the accuracy
and effectiveness of pricing strategies. Extensive evaluations show that
our method substantially improves pricing accuracy and enhances re-
trieval accuracy compared to existing approaches. We present extensive
analysis and demonstrate successful deployment to production environ-
ment.

Keywords: Recommender Systems - Information Retrieval - Contrastive
Learning - Hard-Negatives
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Fig. 1. Overview of the Training Process with Hard Negatives: We train a Siamese
Neural Network to boost similarity among co-clicked pairs and reduce similarity be-
tween different listings. Using Multiple Negatives Ranking Loss with hard negatives
refines the embeddings. The displayed prices show that listings with similar appear-
ances can have drastically different prices.

1 Introduction

Providing explainable and accurate selling prices for listings, particularly in the
online marketplace, is a complex task, largely due to the absence of univer-
sally recognized identifiers like Global Trade Item Numbers (GTIN) or Univer-
sal Product Codes (UPC). Moreover, there is no standardized process for sellers
when posting listings online, leading to inconsistencies in how listings are de-
scribed. Factors like item titles, attributes, and features can vary greatly between
listings, or in some cases, may be completely omitted. These inconsistencies make
it particularly challenging to identify similar listings based on a given seed item,
complicating price estimation and comparison efforts. In this study, we focus on
one of the most popular categories on the eBay marketplace: "Trading Cards."
This category is known for its significant price volatility, making it particularly
intriguing and valuable for analysis and improvement.

Previous research in price recommendation has primarily relied on manually
extracted features, a process that is both time-consuming and requires domain
expertise [23]. Some studies has explored direct recommendation of prices using
textual and image features [15], but these approaches often suffer from limited
coverage and a lack of explainability.

Transformer architectures have been widely employed in e-commerce for item
recommendation systems [18,28,27] and have recently been adapted to item
retrieval tasks [31,8,12]. However, most existing approaches focus on aligning
embeddings across different modalities for the same product, rather than learning
embeddings for similar products through image-to-text, text-to-image, or query-
to-product tasks.
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Type

Co-clicked Hard-Negative

Imagel||l

Graded 2024 Topps Chrome|2024 Topps Chrome Black
Black Yoshinobu Yamamoto|Yoshinobu Yamamoto RC
#18 RC Baseball Card PSA|Blue Refractor /75 PSA
10 10 Dodgers

Price $134.59 $160.00 $299.99

Table 1. Hard Negative Mining Example: Although the listing titles differ, they repre-
sent the same player, team, year, and grading. In contrast, the hard-negative example
is nearly identical except that it’s a "Blue Refractor" (blue background instead of dark
gray), a detail that significantly impacts its value compared to the co-clicked pair.

2024 Topps Chrome Black -
Title |Yoshinobu Yamamoto #18 -
GEM MINT 10

In this paper, we propose an enhanced approach to price recommendation
using nearest neighbor retrieval by integrating hard negatives into the training
process of existing models. Incorporating hard negatives improves the quality of
embeddings generated during training [10], enabling more effective differentiation
between similar listings with significantly different prices. This advancement has
the potential to substaintially improve accuracy and reliability in online pricing
strategies. Our approach addresses the pricing challenge through a streamlined,
single-network training process, reducing development complexity and eliminat-
ing the need for manual feature extraction.

To the best of our knowledge, the combination of textual inputs with hard
negatives that are jointly based on both price and listings’ aspects has not been
previously explored in the field of recommender systems. Thus, our research
introduces a novel approach with the potential to significantly improve the ac-
curacy and effectiveness of price reecommendation methods. By employing this
unique strategy, we aim to uncover new insights and develop advanced method-
ologies in the domain of price recommendation and recommendation systems.

Moreover, we demonstrate how this method has been successfully deployed
in a production environment, where it has delivered superior performance and
proven effective in real-world applications.

2 Related Work

Assisting sellers in pricing their products is valuable across various marketplace
domains, including e-commerce, tourism, and more. Traditional approaches, such
as those used in the Kaggle Mercari Price Suggestion Challenge [1], relied heavily
on extensive feature engineering and regression models for price prediction. By
leveraging the BERT encoder, which effectively captures rich contextual and
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semantic information directly from textual data, the need for extensive feature
engineering is eliminated, allowing listing title embeddings to be used instead.

Recent solution relate to E-commerce pricing include embeddings of different
modalities, including textual, visual and structured data. The vector represen-
tation is then used as input for a trained model. For example, [15] built a price
recommendation approach based on listings images and text descriptions. In [9]
CNN and LSTM are combined and receive as input both text and visual features.

Although multi-modal data is a common approach, our experiments show
that product titles alone provide the most accurate information for pricing, with
images offering no performance improvement and, in some cases, even degrad-
ing model performance. This result supports an earlier finding by [21] which
combined images and text features, and reached a similar conclusion.

Our work builds upon the study by [11], which identified a trade-off between
semantic similarity and price accuracy. This trade-off was partially managed
by a multi-task network that trained a BERT-based Siamese dual encoder in
parallel with a BERT model incorporating a regression layer (Title2Price). The
Title2Price model directly learns the pricing of listings, while the Siamese model
does not have access to any price-related information. Our work focuses on im-
proving the Siamese encoder by incorporating pricing information through data
processing and hard-negative mining. Our approach significantly enhances the
Siamese model’s pricing accuracy while maintaining its semantic similarity capa-
bilities. As a result, our approach enables the pricing challenge to be addressed
with a single network training, simplifying both the development process and its
subsequent use in production settings.

3 Methods

In this section, we present our proposed pipeline for product price guidance,
which consists of four key stages: training product embeddings, using these em-
beddings to index previously purchased products in a KNN index, retrieving the
k nearest neighbors of new products, and finally using the retrieved products for
price prediction. We begin by outlining our data preparation approach followed
by contrastive learning training, and a discussion on the hard-negative mining
process. Finally, we describe our retrieval strategy and the implementation of
the pricing mechanism.

3.1 Data Preparation

In recent years, contrastive learning has become a common approach for training
large, generalized models applicable to many downstream tasks [19,4, 24]. This
method maps similar examples close together in the embedding space while
learning to separate the dissimilar ones. With efficient training, it naturally
organizes data into well-separated clusters, enabling simpler and more efficient
applications in various downstream tasks.
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Recently, similar approaches have been proposed for language models [26,
13]. Building upon previous work [25], our approach involves training Siamese
Neural Networks [2,20] based on the BERT architecture [6].

To construct our training dataset, we first filter search queries to remove
those with fewer than six words, ensuring co-clicked listings are similar (e.g.,
a query like "sports cards" might yield dissimilar listings). A pair is considered
positive if the same user clicks both listings under the same query. These positive
pairs are then aggregated and further filtered based on aspects, price ratio (i.e.,
ensuring the price difference stays within a threshold), entity extraction, and
other criteria to minimize false positives.

Since attributes are user-defined and often incomplete, many listings lack
full attribute details. However, sellers usually include key information (such as
player name, team, year, rarity, and grading) in the title. Therefore, we focus on
generating rich embedding representations solely for the listings’ titles.

3.2 Model Architecture
Given mini-batch of n positive pairs:

B = {(a:, bi) }iza (1)

Let a and b be a pair of positive listings. We feed each into a BERT model
and extract the final hidden layer:

E,, = BERT(a;), with FE,; = (e1,ea,...,en).

Let e; (and similarly b;) denote the embedding for the i-th token; we then pool
these to form a single title embedding.

u; = Pooler(E,,); v; = Pooler(Ey,) (2)

Since our dataset contains only positive pairs, we generate pseudo-negatives
by considering mismatched pairs within each batch as negatives. This enables the
use of the Multiple Negative Ranking Loss [3, 16] during training. Specifically,

we compute cosine similarity between all pairs (a;,b;) for 4,5 =1,..., n:
s uivi)
o uall2 gl

This yields an n x n similarity matrix. The loss function is defined as:

n
exp(si.;)
Lo S log =~
Siamese ; & Z?:l eXp(Si,j)
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3.3 Hard-Negatives Mining

Contrastive learning depends on in-batch negatives, which can be limiting when
the negatives are too dissimilar. For example, if our goal is to learn detailed
animal embeddings, a batch with two dog images and several car images won’t
challenge the model. With only obvious negatives like cars, the model may fail
to capture the subtle differences between similar animal images.

To address this issue, we avoid using only in-batch negatives and enrich the
data with "hard negatives" [14].

With this modification, our training batches are now structured as follows:

B:{(aivbivhin'“vhim) ?:1 (3)

Now when constructing our similarity matrix we end up with a matrix that
its shape is n x (n + m) where m is the number of hard-negatives added to each
example in our training data.

(b ba bg hy ho)
<a1> <811 512 513 S1hy 51h2)
a2 821 822 823 S2h; S2h,

Given that our input data consists of listings’ titles, relying on hard negatives
based solely on this data is not optimal. Traditional hard-negative mining pro-
cesses usually focus on finding examples that are "close enough" in similarity to
the positive pairs [14, 29]. However, similar titles do not always correspond to sig-
nificant price differences. For example, a "Red iPhone" and a "Green iPhone"
may differ in color but typically share the same price. If we base our hard-
negative mining on the titles alone, we risk introducing many false positives into
our model. This approach is inefficient in our e-commerce pricing context.

Instead, we opt for a different mining approach that is more suitable for price
recommendation. During the dataset generation, in addition to the positive pairs
we mine "negative pairs" by applying two relaxation rules to our preprocessing
pipeline. First, we remove some of the aspect constraints; instead of requiring
that pairs match in all aspects such as team, player, year, grader, graded status,
variety, etc., we allow mismatches in some attributes.

We remove predicates that could yield similar listings with significant price
differences; for example, the grade of a card—a measure of its condition by
a professional grading service. Two cards may be identical except that one is
graded PSA 10 (mint condition) and the other PSA 6 (fair condition), leading
to price differences of hundreds or thousands of dollars.

Secondly, we invert the price ratio requirement. Instead of requiring the price
ratio between two cards to be below a threshold for positive pairs, we set a
threshold that requires it to be above a specified value. These augmentations
help capture listings that are nearly identical except for a minor detail making
one card worth $200 and another $1,000.

After generating the negative pairs dataset, we have two datasets—one for
positive and one for negative pairs. Given their largely overlapping preprocessing,
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Algorithm 1: Hard-negatives mining

Data: P- positive-pairs dataset, N- negative-pairs dataset, K- hard negative
size

Result: D- Final dataset with k hard negatives per example

J < pd.DataFrame();

for (a, b) in [(ai,as), (ai,bs), (bi,a:), (bi,b;)] do
Ji < pd.merge([P, N], how = inner, left _on = a, right _on = b);
J « pd.concat([J, Ji], axis = 0);

end

J < J.groupBy(by = [query, a, b]);

J[b] < J.apply(list, J[b]);

J < J[J[b].len >= K| # Drop rows with < k negatives

J[b] < random.sample(J[b], K) # pick k random negatives

Negatives < pd.DataFrame(J[b], columns = [Negi, ..., Negk]);

D <+ pd.concat([P, Negatives], axis = 1);

return D

© 00N o N W N
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some listings appear in both. As described in Algorithm 1, we first perform an
inner join between the datasets to create (anchor, positive, negative) triples,
then group all negatives for each positive pair.

Because our training requires a fixed number of hard negatives, we filter out
rows with fewer than K negatives, randomly select K negatives per positive pair,
and combine them into a single dataset.

3.4 Retrieval and Pricing

To identify similar listings for pricing, we use a k-nearest neighbors (KNN)
approach, searching for listings with cosine similarity that meets a predefined
threshold. This threshold was determined by a grid search process - multiple
candidate thresholds were evaluated using a train-validation-test split. The grid
search involved testing various thresholds on the training set, tuning the thresh-
old based on performance on the validation set, and finally choosing the optimal
threshold based on its ability to generalize to the test set.

For efficient nearest neighbor search and retrieval, we utilized the Faiss li-
brary [17], a high-performance tool specifically designed for fast similarity search
in large datasets. Faiss allows efficient indexing and retrieval of embeddings. The
Faiss implementation we used is an optimized algorithms for both exact and ap-
proximate nearest neighbor search, depending on the data characteristics and
performance requirements. This enable to quickly and accurately fetch nearest
neighbors that are most similar to a given listing, making the pricing recommen-
dation process both fast and scalable.

For the final predicted price, several pricing strategies were evaluated, with
the best strategy selected through a grid search (similar to the approach used
above for determining the optimal similarity threshold). Specifically, we explored
various price percentiles, the exponential moving average, and a modified version
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of k-nearest neighbors (KEN), which allows soft thresholding and a larger recall
set per query [11]

4 Experiments and Results

AMP@5 CLIP-Image CLIP-Text Resnet Title2Price ViT ViLT eBERT 1-HN
Graded | 11.2 14.7 12.1 9.4 3.9 6.7 7.2
Sport | 3.3 3.3 3.15 12.2 55 3.2 3.1
Season | 31.8 29.4 24.6 35.1 31.2 21.0 26.4
Manufacturer | 15.5 11.2 12.1 19.2 15.2 10.6 12.9
Set | 46.8 44.5 33.2 45.5 43.0 37.3 36.2
Player Athlete | 10.3 6.3 9.6 25.5 20.1 5.9 10.6
Team | 21.0 16.9 15.8 30.2 30 175 17.7
Grade | 59.0 45.0 27.7 20.6 39.7 12.6 11.2
Variation | 76.7 50.8 52.1 60.7 55.3 70.1 49.7
Professional Grader | 22.9 7.3 4.1 15.0 8.2 8.7 9.5
Autographed | 6.9 6.5 6.2 7.3 4.8 52 5.3

Table 2. Aspect Mismatch retrieval results. X-HN signifies the number of hard-
negatives used during training. | indicates lower is better.

Price Accuracy CLIP-Image CLIP-Text Resnet Title2Price ViT ViLT eBERT 1-HN

P(20) 1t 32.8% 38.4% 47.1% 49.1% 39.2% 42.4% 53.1%
MAE | 853.8 672.5 468.7 264.0 685.9 652.3 325.8
Recall 1 69.7% 67.6% 71.2% 71.7%  68.5% 68.1% 70.5%

Table 3. Retrieval-based pricing accuracy results. X-HN signifies the number of hard-
negatives used during training. 1 indicates higher is bette.

In this section, we present our evaluation. We begin by presenting our datasets,
followed by definition of our evaluation metrics. Finally we present our results,
discuss their implication and perform an ablation study to further investigate
our approach.

4.1 Data

In our experiments we use two types of datasets:
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1. Co-clicked dataset: listings pairs that were clicked in the same eBay search
session. It consists of 240,000 co-clicked listing pairs.

2. Vault dataset: Simulates eBay’s vault listings, which are high-value items
stored and secured by eBay. It includes a sample of 20k listings with known
sold prices for validation and hyper-parameter tuning, as well as a 10k listing
sample for testing over a two-week period.

Both datasets consist of structured key-value pairs representing listing attributes
(e.g., "Player Name": "LeBron James"). We use the co-clicked dataset to train
our models using the "Multiple Negative Ranking Loss". The Vault dataset was
segmented into validation, and test sets using a time-ordered split and is used
to evaluate our models on their retrieval and pricing performance. The overlap
between the co-clicked data and the Vault test set is negligible (< 0.001%) The
Vault dataset, which simulates eBay’s high-value, secured listings, is crucial for
evaluating our models’ retrieval and pricing performance. By using a dataset of
real-world, high-value items, we can ensure that our models are robust and accu-
rate in a production setting where precise pricing and efficient retrieval of these
expensive cards are paramount. This is especially important for Vault listings,
as these items are often rare and unique, making accurate pricing a challenging
task. In addition, our actual production use-case required the development of a
model capable of accurately pricing these high-value items, which is a complex
problem due to the rarity and variability of such products.

4.2 Metrics

Our primary metric for price guidance is P(20), Additionally we also calculate
P(20)-Smooth, "Attribute Mismatch Percentage" (AMP), Mean Absolute Error
(MAE), and Recall. The seed items used for evaluation are taken from the Vault
dataset, as outlined in Section 4.1.

1. P(k)- This calculates the percentage of successfully retrieved cards that their
listing price is at most a certain percentage away from the seed item. Since
card prices have small variations in them (not all sellers sell at the exact
same price), this metric captures the ability of the model to retrieve similar
priced cards.
for each query listing a € A, and a set of seed listings S and their prices,
P(k) is then defined as:

14| LazPLs <L+5
pipy = W < i+ "

where P, and P; are the prices of a and s respectively, and ¢ is a smoothing
factor when dealing with low-priced listings.

2. MAE- The average absolute difference between the seed item’s price and
the prices of the retrieved listings

> i lyi — il
n
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3. AMP@K- measures the percentage of successfully retrieved cards whose
listing attributes match the seed item attributes.
Since retrieval is based on the listing title embedding, this metrics captures
the model’s ability to retrieve correct cards.
For each attribute a, and a set of seed listings S that contain a value for this
attribute, we take the k nearest neighbors N Ng(s) for each listing s € S.
AMP is then defined as:

ZSES ZrENNk(s) Il{a(s) # a(r)’ a(r) # ®}
ZSES ZTENNk(S) ]l{a(r) 7é Q)}

4. Recall- The percentage of listings that a successful retrieval could be per-
formed.

AMPQK(S,a) = 100 *

Type Seed Listing Co-Clicked Same Title/Random Image | Same Image/Random Title
S & ” - — o -

Image

Weiss Schwarz Roxy Migur-|Weiss Schwarz Mushoku Weiss Schwarz  Mushoku Weiss ~ Schwarz ~ Violent
Title dia Mushoku Tensei Card|Tensei Roxy Signed Card T i R Siened Card Tsundere Young Lady Eris
FOIL $83-0825SP cnsel Hoxy Slgned bard INUSHOKU TENSEI
Cosine Similarity 0.98 0.89 0.42

Table 4. Effect of Modalities in Multi-Modal Models: The model correctly identifies
similarity between a seed listing and its co-clicked pair. However, when the title is kept
but the image is replaced with a random one, similarity remains high, while using the
correct image with an incorrect title causes a sharp drop. This indicates that the model
primarily relies on text over visual cues.

4.3 Training

Our main approach and model is e BERT [5], a domain-adapted version of BERT
that achieves better performance in e-commerce settings. Encoder-based models
have shown great success in dominating embedding tasks [22], as they offer great
balance between efficiency and performance. The decision to use a BERT-based
architecture is also motivated by the high traffic volume on our marketplace,
necessitating a system that can efficiently handle large-scale data in real time.
We compared our eBERT with hard negatives to different approaches and ar-
chitectures across various modalities (image/text) and tasks (contrastive learn-
ing, regression, multi-class classification). All models, except ResNet and Ti-
tle2Price, were trained using the same contrastive learning approach (see Sec-
tion 3), hyperparameters, and datasets. Title2Price was adapted from [11], and
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ResNet was trained using multi-class classification [30]. Each model was trained
on 8 GPUs for 120 epochs using the Adam optimizer with a weight decay of
0.01, a linear scheduler with warm-up, and an initial learning rate of 2 - 1075,

4.4 Results

As can be seen in Table 2 and Table 3, Title2Price achieved the lowest MAE
due to its regression-based training that directly predict the prices from titles.
However, Title2Price achieved poor performance on aspect matching compared
to eBERT. CLIP-text also achieves subpar results because it isn’t trained on
titles and can’t capture the hidden relationships that exist between the tokens
in titles. Notably, Our eBERT approach with hard-negatives outperformed all
other models on the P(20) metric at the same recall range, suggesting that
supplementing the training process with price-based hard negatives allows the
model to identify price-sensitive words in titles and leads to more accurate price
predictions.

When comparing the performance of image-based models (such as CLIP-
Image, ResNet, and ViT) to text-based models (like BERT and Title2Price),
we observe a decline in performance for the image-based models as seen previ-
ously [7]. This degradation is likely due to the weaker signal from images, which
obstructs the training process compared to using the listings’ titles. When a
new listing is created on eBay, sellers typically include comprehensive informa-
tion to stand out and help buyers make informed decisions. This information
often encompasses details such as player, team, year, rarity, grade, and more.
Essentially, a listing title is a collection various aspects and attributes, and the
inclusion or exclusion of specific terms can be easily distinguished, aiding in un-
derstanding their impact on pricing—for example, "graded" versus "ungraded"
or "PSA 10" versus "PSA 4". Conversely, extracting this information from im-
ages is more challenging. Image models lack the domain knowledge necessary
to grasp certain subtleties solely from visual data, such as the year a card was
printed and its effect on price, or the relationship between the player and the
team. These limitations make retrieval-based pricing a more difficult task for
image-based models compared to their text-based models. In Appendix A, we
explore a setting that image-based models are on par with text-based models.

In our experiments, the multi-modal vision-text model ViLT outperforms
purely image-based models. This is primarily because ViLT ignores the image
when embedding the listing and relies mainly on the signal that the titles provide.
Table 4 shows a representative example: when ViLT is fed the images and titles
of co-clicked listings, it recognizes them as similar (cosine similarity = 0.98). In
contrast, replacing the title in one listing with a random title causes the cosine
similarity to drop significantly (0.42), whereas replacing an image with a random
image only modestly reduces the similarity (0.89). These results, consistently
observed across multiple examples, indicate that ViLT’s superior performance
over image-based models like CLIP or ViT is largely driven by its reliance on
textual information.
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4.5 Hard-Negatives Ablation

We conducted an ablation study to evaluate the contribution of the hard-negatives
to our model’s performance. As shown in the results presented in Table 5, we
observed that incorporating a single hard-negative into our training scheme en-
hances pricing performance.

When increasing the number of hard-negatives during training we experience
a decrease in our metrics performance. This effect is similar to those reported
in [10] (We refer the readers to appendix B in [10]) due to decreased batch size
needed to train with more hard-negatives. Furthermore, we also observe that
aspects not used in creating the negative set (See Subsection 3.3), such as, "Par-
allel Variety", "Professional Grader", and "Autographed", have better aspect
matching. This aligns with the idea that hard-negative training allows for better
separation between related examples that result in notable price difference.

Since k hard-negatives adds a k x n x dj, additional operations between em-
bedding vectors of size u € dj, and due to the fact that most system have limited
amount of memory, the only option is to reduce the batch size, which negates
the benefits of having very large batch sizes when applying contrastive learn-
ing methods. This trade-off might explain the decrease in performance when
increasing the number of hard-negatives from one to four.

AMP@5 eBERT eBERT 1-HN eBERT 4-HN
Graded | 5.4 7.2 7.8
Sport | 3.1 3.1 3.0
Set | 37.5 36.2 36.6
Player Athlete | 9.6 10.6 10.0
Professional Grader | 10.2 11.2 11.3
Variation | 53.5 49.7 47.9
Autographed | 5.7 5.3 5.2
Price Accuracy eBERT eBERT 1-HN eBERT 4-HN
P(20) 51.7% 53.1% 52.6%
MAE | 404.8 325.8 358
Recall 1 71.7% 70.5% 71.4%

Table 5. Effect of hard-negatives on price guidance in text models. X-HN signifies the
number of hard-negatives used during training. 1 indicates higher is better, while a |
indicates lower is better.

4.6 Production Deployment

One of the services eBay provides to its users is the ’eBay Price Guide’, specif-
ically developed for collectible and sports trading cards enthusiast. We applied
the hard-negative mining approach to develop production-ready models for both
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sports and collectible cards. During inference, the listing title is sent to a service
node, which generates an embedding and performs an index lookup to retrieve
a shortlist of similar listings. These candidates are then used to calculate the
recommended price based on a defined similarity threshold. As shown in Table6,
a comparison of our models with the existing production models (which rely on
keyword search) demonstrates improvement in both price accuracy and recall.
Based on these results, our models were deployed to production in 2024, replac-
ing the previous models. Given this improvement, the models are expected to
be also deployed in 2025 to assist sellers during the listing process.

Sport Cards P(20) Recall
Production 55%  54.2%
Our Model 64% 62%
Collectible Cards P(20) Recall
Production 62.7% 48%
Our Model 63.8% 73%

Table 6. Comparing our nard-negative based approach to eBay Price Guide production
models.

5 Discussion and Conclusion

In this paper, we propose a retrieval-based pricing method for trading cards that
enhances training using hard-negative mining. Unlike prior approaches that rely
solely on input data (e.g., comparing similar texts or applying image augmen-
tations), our method leverages the idea that small item variations can lead to
significant price differences. We generate hard negatives based on price and as-
pect differences, resulting in pairs nearly identical to the original co-clicked pair
except for one trait that causes large price variations. While we currently use
domain knowledge to identify these aspects, this process can be automated by
analyzing their values and correlations with prices.

Allowing for better pricing of trading cards, improve the experience of both
shoppers and sellers, as accurate prices would allow seller to know what prices to
set in order to guarantee selling their trading card, and for shoppers knowing the
current price trends for their desired purchases will help making better purchases.

We evaluated our approach against text-based (CLIP-text), regression (Ti-
tle2Price), and image-based models (CLIP-image, ViT, Resnet) using a common
test set and multiple pricing and aspect metrics. Image-based models underper-
formed compared to title-based ones, emphasizing that explicit details in listing
titles offer a stronger signal for pricing than images, which often provide less
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clear information. This underscores the challenge of relying on images for price
prediction in e-commerce.

Furthermore, we determined that adding additional hard-negatives to our

training, without changing the batch size improve pricing accuracy, and partial
aspect accuracy compared to training without them.

Future work can explore different strategies or settings in which models can

benefit from incorporating images into their training process.

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.
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A Collection Set Performance

AMPQ@5 eBERT ViT
Graded | 7.06 4.0
Sport | 12.25 9.4

Set | 33.6  40.1

Player Athlete | 11.8 41.1
Professional Grader | 17.0 21.7
Variation | 53.3 71.4
Autographed | 10.1 5.5

Price Accurracy eBERT ViT
P(20) §=21 60.8% 63.8%

MAE | 20.9 18.3
Recall 1 57.5% 57.9%

Table 7. Performance of ViT model compared to BERT in a low-priced and short title
setting. a smoothing factor of $2 was added due to low prices in collection cards.

As observed, text-based models achieve top results in retrieval-based price
guidance due to the strong signal provided by detailed titles. In contrast, image-
based models have underperformed, even though images can offer useful, comple-
mentary information. We aim to investigate when image-based models—specifically
ViT—can match text-based models like BERT.

For this experiment, we use the same training settings but switch our eval-
uation dataset to a "Collection set." Unlike the vault dataset, which features
high-priced listings with detailed titles, the Collection set has no lower price
bound and includes cards priced as low as $1. We select a seed test set contain-
ing titles with five words or fewer, then evaluate BERT and ViT, both trained
with the same contrastive learning loss, on this new dataset.
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As shown in Table 7, ViT achieves results comparable to BERT when only
short titles are used. Sellers usually employ descriptive titles to attract buyers,
providing a strong signal for text-based models like e BERT. However, with short
titles, e BERT has fewer tokens and less information to extract, while the image
signal remains constant. Although listings with short titles represent only about
0.65% of the Collection set, these results suggest that image-based models can
be particularly valuable in domains where text is less informative.



