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Abstract. In the era of rapid digitalization, the demand for digital
talents is surging and talent management in open source communities
has become a crucial research area. This paper explores the application
of large language models (LLMs) in two key talent management tasks
within open source communities: project recommendation and job title
prediction. First, we construct an evaluation dataset TM-Eval to assess
the performance of LLMs on the two tasks. Second, we construct a QA
dataset JA-QA from LinkedIn that describes the required APIs for each
job title with job description. The dataset is used to distill knowledge
pertaining to job-API correspondence of larger LLMs into smaller ones,
in order to reduce computational overhead for the two tasks. We propose
a hierarchical knowledge transfer method including logit-based distilla-
tion, feature-based distillation and task-specific fine-tuning with Low-
Rank Adaptation. Experimental results show that larger LLMs outper-
form smaller ones on the two tasks. Moreover, the proposed distillation
method can effectively enhance the performance of smaller LLMs, making
them even surpass the original larger LLMs in some cases. This study pro-
vides a new approach for talent management in open source communities,
which leverages the knowledge of LLMs to improve prediction and recom-
mendation accuracy while reducing computational overhead. A replica-
tion package is available at https://github.com/DaSESmartEdu/KDJPPR.

Keywords: Knowledge Distillation · Large Language Models · Talent
Management · Open Source Community.

1 Introduction

As the digitalization process of various industries continues to evolve, their de-
mand for digital talents is growing rapidly. A recent report by the National
Skills Coalition analyzes 43 million online job postings and finds that 92% of
jobs require some type of digital skills1. As a gathering place for digital tal-
ents, talent management in open source communities is gaining more and more
attention, including project recommendation [4,25,24], skill modeling [15,26],
developer identification [2,17,8], job title prediction [16,18], and so on.
1 http://t.newsletterext.worldbank.org/r/?id=h23ec8764,c882dba,c88543a

https://github.com/DaSESmartEdu/KDJPPR
http://t.newsletterext.worldbank.org/r/?id=h23ec8764,c882dba,c88543a
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Existing studies mainly train deep learning models [16,24] or conduct sur-
veys [15,27] to analyze and understand the behaviors of talents in open source
communities. With the emergence of large language models (LLMs), it is very
interesting to investigate the ability of LLMs on the problem. LLMs are trained
with web-scale data and therefore should have a wealth of knowledge pertain-
ing to digital talents, e.g., job titles and digital skills, as well as open source
communities, e.g., software, APIs, projects and developers. As such, it is natural
to mine the above knowledge of LLMs for talent management in open source
communities. The advantages are that one does not have to collect and clean
a bunch of data in order to train traditional models, which inevitably takes a
lot of preparation time, and can interact with LLMs for talent management in
a more semantic way, e.g., instructing an LLM or asking an LLM questions.

In this study, we investigate the ability of LLMs on talent management in
open source communities. We particularly focus on two tasks in the literature,
namely, project recommendation [25,4] and job title prediction [16,18]. The for-
mer aims to recommend suitable open source projects to talents and the latter
aims to predict future job titles for talents, based on their past experience in
open source communities and the job market. To achieve this, we first construct
from the TOSE dataset [16] an evaluation dataset TM-Eval , which contains
2, 000 data points. Each data point has a context of the historical job titles and
API experience in open source projects of a talent, and a prompt that asks an
LLM to determine whether the talent is likely to have the target job title (job
title prediction) or API experience (project recommendation) in the future. We
use TM-Eval to evaluate LLMs and obtain their performance on the two tasks.
Second, we hope to reduce the computational overhead of LLMs for the two
tasks and hence distill the knowledge of larger LLMs into smaller ones. We con-
struct from LinkedIn2 a QA dataset JA-QA containing 20,000 pairs, where each
QA pair contains a question asking about the APIs required by a job title and
the corresponding answer depicting a set of APIs. We use JA-QA to distill the
knowledge of a teacher LLM into a student LLM by designing three loss func-
tions. Then we use TM-Eval to evaluate the performance of the student LLM
on the above two tasks. Experimental results show that 1) larger LLMs perform
better as expected than smaller LLMs on the two tasks and 2) our proposed
distillation method can effectively improve the performance of smaller LLMs,
making them even surpass the original larger LLMs in some cases.

2 Related Work

2.1 Talent Management in Open Source Communities

The research of talent management in open source communities aims to help
developers improve their experience and career, as well as improve efficiency and
quality of open source software development. Representative problems include
project recommendation, job title prediction and skill modeling.
2 https://prospeo.io/api/social-url-enrichment

https://prospeo.io/api/social-url-enrichment
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Project recommendation focuses on leveraging user behaviors, content fea-
tures, and social networks to suggest relevant repositories or projects tailored to
developers’ interests. For instance, Xu et al. [31] leverage developers’ behaviors
and project content, utilizing TF-IDF and cosine similarity to calculate project
similarities. Sun et al. [25] integrate developer behaviors and project features
for GitHub project recommendations. They use TF-IDF to extract character-
istics from project descriptions and source code, and apply simulated anneal-
ing to optimize the parameters for generating top-N recommendations. Shao
et al. [24] utilize text encoding and a graph convolutional network (GCN) to
convert paper abstracts and GitHub repository descriptions/tags into vectors,
helping users find relevant code repositories for academic papers. Dey et al. [4]
employ Doc2Vec embeddings to represent developers, projects, and APIs in the
skill Space. This model can predict developers’ future API usage and project-
joining behavior. Job title prediction aims to predict the job titles via developer
expertise. For example, Liu et al. [16] explore the duality between job title pre-
diction and API expertise prediction in open source communities, and propose a
dual learning approach to predict job titles in the IT field. Montandon et al. [18]
predict GitHub users’ technical roles by extracting features like programming
languages and project details. They employ Random Forest and Naive Bayes
methods for multi-label classification. Skill modeling focuses on accurately rep-
resenting developers’ skill in open source software (OSS). For instance, Liang et
al. [15] conduct a survey with 455 OSS contributors and identify relevant skills.
They try to understand how contributors grow and share these skills, and derive
design implications for incorporating skills into OSS tools and platforms. Sun
et al. [26] construct a GitHub social network to integrate developers’ social and
development activity data, and use the heterogeneous graph neural network to
learn developers’ technical skill representations. Differently from existing stud-
ies, we try to mine the knowledge of LLMs for talent management in open source
communities.

2.2 AI-Assisted Talent Management

In recent years, AI-driven techniques have significantly advanced talent manage-
ment field [21]. Representative tasks include talent search [23,20], career mobility
prediction [36,14,28], person-job fitting [33,22], job recommendation [5,30,10],and
so on.

Talent search aims to identify qualified candidates by utilizing search queries
defined by recruiters or hiring managers to enhance recruitment efficiency. Ozcag-
lar et al. [20] propose a two-level ranking system for talent search, combining
Generalized Linear Mixed models with Gradient Boosted Decision Tree. Ra-
manath et al. [23] transform recruiters’ search queries and candidate features into
semantic embeddings and employ learning-to-rank method to sort and identify
the suitable candidates for recruitment. Career mobility prediction aims to pro-
vide talents’ career development paths by analyzing extensive career trajectory
data, including work experience, job transitions, skills development and more.
Li et al. [14] propose a contextual LSTM model to predict next employer and
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job title of talent by integrating profile context and career trajectory dynam-
ics. Zhang et al. [37] employ an attention-based heterogeneous graph embedding
framework to predict the next employer and job title of talent. Zha et al. [36]
employ a trajectory hypergraph to represent career mobility patterns and use
attention mechanisms to integrate market features into career trajectory mod-
eling. Person-job fit focuses on measuring the degree of matching between a job
posting and a candidate’s resume. Qin et al. [22] use LSTM to model the job
requirements and candidates’ semantic representation and apply ability-aware
attention strategies to measure the importance of matching results. Bian et al. [1]
construct a job-resume graph to capture implicit correlations between jobs and
resumes, and propose a multi-view co-teaching network to integrate text- and
relation-based matching module. Yao et al. [33] formulate person-job fit as a
graph matching problem and propose a knowledge-enhanced approach that in-
tegrates skill extraction with a graph representation learning model. Yu et al. [34]
employ contrastive learning to obtain an embedding representation of resumes
and jobs, and alleviate data sparsity by data augmentation methods based on
EDA [29] and ChatGPT [19]. Job recommendation task aims to provide each
candidate with a list of suitable job opportunities derived from the candidate’s
profile and job postings. Dave et al. [3] utilize job transition, job-skill, and skill
co-occurrence networks to jointly learn job and skill embeddings for effective
job and skill recommendation. Yu et al. [35] disentangle hierarchical skill factors
and model multi-level recruitment interactions to generate a personalized list of
job recommendations for candidates. Differing from existing studies, we focus on
talent management in open source communities.

3 Preliminaries

3.1 Task Description

Given a set of historical job titles and API experience in open source projects of
a talent, our aim is to predict whether the talent is likely to have a job title (job
title prediction) or API experience (project recommendation) in the future. For
the latter task, we follow Dey et al. [4] and regard recommending suitable open
source projects as predicting the main APIs of a project that the talent works
on in the future.

3.2 Dataset Construction

First, to evaluate the ability of LLMs on the above two tasks, we leverage the
TOSE dataset [16] and construct an evaluation dataset TM-Eval containing
2, 000 data points. Each data point describes the historical job titles and API
experience of a talent and then prompts an LLM to determine whether the talent
is likely to take a target job title or use a set of target APIs. The data points
are labeled with “Yes” or “No” according to the facts in TOSE. Figure 1(a) gives
an example data point in TM-Eval.
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Yes

{result:[tensorflow, tensorflow.keras,

torch, torch.nn, torch.optim, sklearn,

alexnet.AlexNet, ...] }

Career history of user A：
['web developer', 'web developer',

'blockchain developer']

Project experience of user A ：
[['tifffile', 'matplotlib.cm', 'pandas', 'sk

image', 'PyQt5.QtGui', 'numpy', 'os','s

ys', 'scipy,''PyQt5.QtWidgets', 'collectio

ns.Counter', 'xlwt.Workbook', 're',  ...]].

Analyze user A's career history and 

project experience to determine whether 

user A is likely to work on the target 

job title:

[chief operating officer]

Return the answer strictly in the format

"Yes" or "No".

（a） TM-Eval

Question:

What APIs are required for the role of 

{software architect}?

Here is the job description: 

{Who is Recruiting from Scratch :

Recruiting from Scratch is a premier 

talent firm that focuses on placing the

best product managers, software, and 

hardware talent at innovative compan-

ies. Our team is 100% remote and we 

work with teams across the United St-

ates to help them hire...}
Answer:

The APIs are timeSeries, sql, compat, 

tasks, ServiceStack.DesignPatterns.

Model, analytic, languages, mssql, 

solver.Solver, functional, System....

（b）JA-QA

Fig. 1: The example data points in TM-Eval and JA-QA.

You are a helpful assistant. Given Skill,

you need to find the most relevant APIs 

from a candidate set of APIs.

Skill: 

Deep learning

Candidates:

[tensorflow, tensorflow.keras, torch, torch.nn, 

torch.optim, sklearn, deoplete, Dense, deoplete, 

deepmerge,alexnet.AlexNet, …]

Please output the the most relevant API(s) 

from Candidates based on the given Skill. 

Output format:

{result:[candidate1, candidate2, ...] }

{result:[tensorflow, tensorflow.keras,

torch, torch.nn, torch.optim, sklearn,

alexnet.AlexNet, ...] }

Candidates:

[computer hardware engineer, embedded syste

ms software developer, software architect, clou

d engineer, software developer, knowledge 

engineer, embedded system designer, integratio

n engineer,  ICT network engineer, ICT security 

manager, ICT presales engineer…]

You are a helpful assistant. Given Job Title, 

you need to find the most relevant job title 

from a candidate set of standardized job titles.

Job Title: 

Senior Software Engineer

Please output the the most relevant job title 

from Candidates based on the given Job Title. 

Output format: {result: candidate }

{result:software architect}

(b) Standardizing Job Titles(a) Replacing Skills with APIs

Fig. 2: The prompting template for replacing skills with APIs and standardizing
job titles.
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Second, to distill the knowledge from larger LLMs into smaller LLMs, we con-
struct from LinkedIn a QA dataset JA-QA containing 20, 000 QA pairs. Each
pair contains a question asking about the required APIs for a job title with
the job description, and the corresponding answer depicting a set of APIs. Fig-
ure 1(b) gives an example QA pair in JA-QA. We use the questions as input and
the answers as output to distill the knowledge in larger LLMs.

It is worth mentioning that the original requirements listed in job descriptions
on LinkedIn are skills rather than APIs. In order to better connect the job market
and the open source experience in knowledge distillation, we replace the skills
with APIs by prompting an LLM, which is depicted in Figure 2(a). The candidate
APIs have the most similar embeddings with that of the given skill, where the
embeddings are obtained using gte-Qwen2-1.5B-instruct3, a strong embedding
model for semantic similarity measurement. Furthermore, the original job titles
listed in job descriptions are not standardized. As such, we also prompt an LLM
to standardize each job title, which is depicted in Figure 2(b). The standardized
job titles are collected from the ESCO taxonomy4. We also use gte-Qwen2-1.5B-
instruct to embed the job titles and pick the most similar standardized job titles
as the candidates of the given job title.

Large Language Models
LoRA

t

SFT

Prompt： “What APIs are 

required for the role of 

{standarded job title}? Here is 

the job description: {job 

description}” , The APIs are:

Prompt： “What APIs are 

required for the role of 

{standarded job title}? Here is 

the job description: {job 

description}” , The APIs are:

Softmax

1st Layer LoRA

l-th Layer LoRA

…

FD

FD

1

th

t

lh s

lh

1

sh

1st Layer

l-th Layer

Linear Linear LoRA

LD

Teacher Student

…

tlogit slogit

task

Softmax

…

logit

feature

l

1

feature

Fig. 3: The proposed method.

3 https://huggingface.co/Alibaba-NLP/gte-Qwen2-1.5B-instruct
4 https://esco.ec.europa.eu/en/classification/occupation_main

https://huggingface.co/Alibaba-NLP/gte-Qwen2-1.5B-instruct
https://esco.ec.europa.eu/en/classification/occupation_main
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4 Knowledge Distillation for Job-API Correspondence

4.1 Overview

We propose a knowledge distillation method to distill the knowledge in larger
LLMs pertaining to the correspondence between jobs and APIs into smaller
LLMs, which is depicted in the right part of Figure 3. We design a hierarchical
knowledge transfer mechanism through (1) logit-based distillation that aligns
output probability distributions between teacher and student LLMs, and (2)
feature-based distillation that transfers structural patterns from intermediate
transformer layers. This dual distillation mechanism enhances the student LLM’s
capacity for capturing nuanced job-API associations while maintaining compu-
tational efficiency. To ensure the student LLM learns more precise knowledge,
we employ Low-Rank Adaptation (LoRA) [13] to fine-tune the teacher model
before distillation, which is depicted in the left part of Figure 3. The fine-tune
and distillation stages both use the JA-QA dataset.

4.2 Fine-tuning the Teacher LLM

To enhance the knowledge of the teacher LLM pertaining to the correspondence
between jobs and APIs, we adopt supervised fine-tuning (SFT) by LoRA. This
approach preserves the teacher’s reasoning capabilities while integrating domain-
specific knowledge.

Particularly, we use the question and job description of each data pair in
the JA-QA dataset as the input and the corresponding answer as the target to
fine-tune the teacher LLM. The input sequence q is formulated as follows:

Prompt: "What APIs are required for the role of {job title}? Here is
the job description: {job description}. The APIs are:___”

The target a is an API sequence {a1, a2, . . . , an}, where n denotes the length
of the API sequence. This structured formulation enables the teacher LLM to
effectively capture the relationship between jobs and APIs.

To efficiently adapt the teacher LLM, we employ LoRA for weight matrix
adaptation in the transformer layers. Instead of updating all model parameters,
LoRA introduces trainable low-rank matrices A ∈ Rr×k and B ∈ Rd×r to adjust
specific weight projections. Here, r ≪ min(d, k) is the rank of the low-rank
matrices, controlling the number of trainable parameters. For a given weight
matrix W ∈ Rd×k, the adapted transformation is:

h = (W +∆W )q = (W +BA)q, (1)

where h denotes the output of each transformer layer. At the final output layer,
the teacher LLM minimizes the negative log probability for generating the target
sequence a:

Lt
SFT = −

n∑
i=1

logP (ai|a<i, q; θt, B,A), (2)
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where θt denotes the parameters of the teacher LLM and n is the API sequence
length. This objective forces the teacher LLM to generate the correct API se-
quence while maintaining linguistic coherence.

4.3 Knowledge Distillation

While larger LLMs excel in semantic understanding, their high inference mem-
ory and latency often make them unsuitable for deployment in real-life systems.
To address this issue, we propose to transfer the knowledge of a larger and
more complex teacher LLM into a smaller and more efficient student LLM us-
ing knowledge distillation [7,12]. After distillation, the student LLM obtains the
teacher’s knowledge to map jobs to APIs while significantly reducing computa-
tional overhead, making it feasible for real-life deployment.

The student LLM shares a similar architecture with the teacher LLM and
has fewer layers and smaller hidden dimensions. The input and the target out-
put of the student LLM are the same as those of the teacher LLM, as depicted
in Section 4.2. To transfer the teacher LLM’s knowledge to the student LLM,
we employ a multi-layer knowledge distillation approach, which distills both the
low-level features and the logit distributions. Particularly, we design three loss
functions for distillation, including logit-based distillation, feature-based distil-
lation, and task-specific fine-tuning with LoRA.

Logit-based Distillation Logit-based distillation transfers the teacher’s out-
put distribution to the student by minimizing the Kullback-Leibler (KL) di-
vergence between their logits. Let Lt and Ls denote the logits of the teacher
and student LLMs, respectively. To stabilize the training process, we adopt a
temperature scaling parameter τ for the logits, which softens the probability
distributions. Then, the probability distributions pt and ps are obtained by ap-
plying the softmax function on the scaled logits. This process can be computed
as:

pt = softmax(
Lt

τ
), ps = softmax(

Ls

τ
). (3)

To handle case where the teacher and student LLMs have different output di-
mensions (e.g., due to different vocabulary sizes), we introduce a padding mech-
anism. If the student LLM’s output dimension is smaller than the teacher’s, we
pad the student logits with zeros to match the teacher’s output dimension, and
vice versa. This ensures that the KL divergence can be computed correctly. The
padding operation is defined as:

pad_logits(ps, pt) =


(concat(ps,0), pt) if dim(ps) < dim(pt),

(ps, concat(pt,0)) if dim(ps) > dim(pt),

(ps, pt) otherwise,
(4)

where 0 is a zero vector of appropriate size.
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The logit-based distillation loss is then computed as the KL divergence be-
tween the teacher’s and student’s output distributions:

KL(pt|ps) = pt(a|q) log pt(a|q)
ps(a|q)

. (5)

To ensure more stable training, the logit-based distillation loss is scaled by the
square of the temperature τ and normalized by the maximum sequence length
n:

Llogit = KL(pt|ps) · τ
2

n
. (6)

Feature-based Distillation Feature-based distillation aligns the intermediate
representations (hidden states) of the teacher and student LLMs [38]. This ap-
proach ensures that the student LLM not only mimics the teacher’s final output
but also learns to replicate its internal representation.

Suppose that the student LLM has l intermediate layers. Feature-based dis-
tillation is conducted between the l layers and the first l layers of the teacher
LLM, because the student LLM has fewer layers. Let ht

i and hs
i denote the hid-

den states of the teacher and student models at layer i, respectively. Since the
teacher and student LLMs may have different sizes for the hidden states, we
introduce an adaptation layer to project the student’s hidden states into the
teacher’s representation space. At the ith layer, the adaptation layer contains a
trainable linear transformation Wi that maps the student’s hidden state hs

i into
the teacher’s hidden state space. Similarly, we apply a temperature scaling pa-
rameter τ to the hidden states. The probability distributions at layer i pti and psi
are obtained by applying the softmax function to the temperature-scaled hidden
states:

pti = softmax(
ht
i

τ
), psi = softmax(

Wi · hs
i

τ
). (7)

The feature-based distillation loss for layer i is then computed as:

Lfeature
i = KL(pti|psi ) = pti log

pti
psi

. (8)

The overall feature-based distillation loss is the average of the layer-wise losses:

Lfeature =
1

l

l∑
i=1

Lfeature
i , (9)

where l is the number of layers in the student LLM.

Task-specific Fine-tuning In addition to distillation, the student LLM is also
fine-tuned using the JA-QA dataset like the teacher LLM does. The task-specific
loss is the negative log likelihood for generating the target API sequence a:

Ltask = −
n∑

i=1

logP (ai|a<i, q; θs), (10)
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where θs denotes the parameters of the student LLM.
The overall loss for training the student LLM is a weighted combination of

the logit-based distillation loss, the feature-based distillation loss, and the task-
specific fine-tuning loss:

Lstudent = αLlogit + βLfeature + Ltask, (11)

where α and β are hyperparameters. During training, the student LLM mini-
mizes Lstudent using LoRA.

5 Performance Evaluation

We aim to answer the following four research questions:

– RQ1: How do the latest representative LLMs perform on project recommen-
dation and job title prediction for open source talents?

– RQ2: How do our fine-tuning and knowledge distillation approaches improve
the performance of LLMs?

– RQ3: How do the different components influence the LLMs’ performance?
– RQ4: How do the hyperparameters influence the LLMs’ performance?

5.1 Datasets

We use the JA-QA dataset depicted in Section 3.2 to fine-tune and distill knowl-
edge from the teacher LLMs, which contains 20,000 QA pairs. We use TM-Eval
depicted in Section 3.2 to evaluate the performance of project recommendation
and job title prediction, which contains 1,000 data points for each task.

5.2 Comparative Methods

We use four traditional models as baselines, including Skill-Space [4], NeuMF [11],
APJFNN [39], and WEPJF [6]. We train these models using the TOSE dataset5
except those used to construct TM-Eval. Skill-Space embeds users and APIs in
a shared space and we use the embeddings for job title prediction and project
recommendation. NeuMF leverages user-job title and user-API interactions for
prediction and recommendation. APJFNN uses RNNs and attention mechanisms
to capture key information and semantic relationships among job titles and API
sequences. WEPJF models user preferences in job title and API sequences using
contrastive learning. We cannot compare with DualJE [16] because we don’t have
the datasets to train the API and job title models. For LLMs, we evaluate the
performance of Qwen2.5-14B, -7B and -3B [32], and DeepSeek-R1-Distill-Qwen-
14B, -7B and -1.5B [9]6. Then, we fine-tune Qwen2.5-14B and R1-Distill-Qwen-
14B using JA-QA and use the fine-tuned models as the teachers, i.e., Qwen2.5-
14B w/SFT and R1-Distill-Qwen-14B w/SFT. Finally, we use Qwen2.5-7B and
5 We convert the data format to adapt the data to our tasks.
6 We omit ‘DeepSeek’ when necessary.
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-3B, and R1-Distill-Qwen-7B and -1.5B as the students and conduct knowledge
distillation. The results models are Qwen2.5-7B w/KD, Qwen2.5-3B w/KD, R1-
Distill-Qwen-7B w/KD and R1-Distill-Qwen-1.5B w/KD.

5.3 Hyperparameters and Evaluation Metrics

The training process is conducted in parallel on two NVIDIA A800 80G GPUs,
with a batch size of 32 per GPU. The models are trained for 3 epochs with
a learning rate of 1e-5, which is adjusted using a cosine decay strategy. The
optimizer is AdamW, and the distillation temperature coefficient is set to 3,
which regulates the influence of the teacher LLM’s soft targets on the student
LLM. The loss balance factors α and β are set to 1.0 and 0.5, respectively, after
tuning.

Since the predicted results are binary, e.g. Yes/No, we adopt the following
four evaluation metrics: Accuracy (Acc), Precision (Pre), Recall (Rec), and F1-
score (F1).

5.4 RQ1: Performance of the Latest LLMs

The first part of Table 1 reports the performance of the four traditional models.
The second part reports the performance of Qwen2.5 and the fourth part reports

Table 1: Main Results.
Methods

Job Title Prediction Project Recommendation
Pre Rec F1 Acc Pre Rec F1 Acc

Skill Space [4] 55.85 54.31 55.07 54.82 52.36 54.28 53.30 53.57
NeuMF [11] 56.22 57.13 56.67 56.85 55.69 54.06 54.86 55.59

APJFNN [22] 57.76 56.68 57.21 57.39 56.15 55.47 55.81 56.24
WEPJM [6] 59.23 61.12 60.16 60.31 58.35 59.57 58.95 59.46

Qwen2.5-14B 72.49 69.94 71.19 72.36 68.98 67.79 68.38 69.25
Qwen2.5-7B 64.45 62.87 63.56 66.58 62.85 61.30 62.07 64.46
Qwen2.5-3B 61.50 60.34 60.91 61.27 58.62 59.82 59.21 61.49

Qwen2.5-14B w/SFT
74.78 72.66 73.70 73.95 72.24 71.15 71.69 72.67

(↑ 2.29) (↑ 2.72) (↑ 2.51) (↑ 1.59) (↑ 3.26) (↑ 3.36) (↑ 3.31) (↑ 3.42)

Qwen2.5-7B w/KD
69.72 68.65 69.18 70.45 66.39 65.72 66.05 67.35

(↑ 5.27) (↑ 5.78) (↑ 5.62) (↑ 3.87) (↑ 3.54) (↑ 4.42) (↑ 3.98) (↑ 2.89)

Qwen2.5-3B w/KD
65.83 65.39 65.61 66.15 63.54 63.89 63.71 64.02

(↑ 4.33) (↑ 5.05) (↑ 4.70) (↑ 4.88) (↑ 4.92) (↑ 4.07) (↑ 4.50) (↑ 2.53)

R1-Distill-Qwen-14B 73.15 69.32 71.18 73.65 69.54 68.72 69.13 70.12
R1-Distill-Qwen-7B 66.62 64.45 65.52 67.79 63.39 64.08 63.73 65.38

R1-Distill-Qwen-1.5B 62.05 62.85 62.45 63.07 59.04 60.61 59.81 61.48

R1-Distill-Qwen-14B w/SFT
75.09 73.48 74.27 75.41 71.43 72.15 71.79 73.75

(↑ 1.94) (↑ 4.16) (↑ 3.09) (↑ 1.76) (↑ 1.89) (↑ 3.43) (↑ 2.66) (↑ 3.63)

R1-Distill-Qwen-7B w/KD
70.25 69.91 70.08 71.32 67.82 67.31 67.56 69.03

(↑ 3.63) (↑ 5.46) (↑ 4.56) (↑ 3.53) (↑ 4.43) (↑ 3.23) (↑ 3.83) (↑ 3.65)

R1-Distill-Qwen-1.5B w/KD
66.34 65.23 65.78 66.53 63.52 64.47 63.99 65.81

(↑ 4.29) (↑ 2.38) (↑ 3.33) (↑ 3.46) (↑ 4.48) (↑ 3.86) (↑ 4.18) (↑ 4.33)
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the performance of DeepSeek-R1-Distill-Qwen. We observe two points. First, the
LLMs perform significantly better than the four traditional models, indicating
that the LLMs have already been equipped with rich knowledge pertaining to
talent management in open source communities. Second, for either Qwen2.5
or DeepSeek-R1-Distill-Qwen, the larger LLMs perform better than the smaller
LLMs, indicating the former have richer knowledge. The observation is consistent
with the scaling laws.

5.5 RQ2: Performance of the Fine-tuned and Distilled LLMs

The third and fifth parts of Table 1 report performance of the fine-tuned and
distilled Qwen2.5 and DeepSeek-R1-Distill-Qwen, respectively. We observe that
all LLMs are improved on the two tasks on all metrics, compared to their origi-
nal variants before fine-tuning or distillation. First, we observe that the teacher
LLMs, i.e., Qwen2.5-14B and R1-Distill-Qwen-14B, are further improved after
fine-tuning, due to the injection of domain knowledge. Second, the improvements
of the four student LLMs are even larger, indicating the effectiveness of the pro-
posed distillation method. Moreover, Qwen2.5-7B w/KD and R1-Distill-Qwen-
7B w/KD perform close to the original Qwen2.5-14B and R1-Distill-Qwen-14B,
and Qwen2.5-3B w/KD and R1-Distill-Qwen-1.5B w/KD surpass the perfor-
mance of the original Qwen2.5-7B and R1-Distill-Qwen-7B, indicating that our
distillation method makes smaller LLMs outperform the original larger LLMs.

Table 2: Ablation Study
Model Method

Job Title Prediction Project Recommendation
Pre Rec F1 Acc Pre Rec F1 Acc

Qwen2.5-7B

SFT 65.81 63.92 64.85 67.29 64.94 62.88 63.89 65.41
KD w/ Orig Teacher 66.37 65.25 65.81 68.13 65.59 65.01 65.30 65.68

KD w/o feature 67.15 67.49 67.32 68.89 65.78 64.85 65.31 66.34
KD w/o logit 67.34 66.95 67.14 69.58 66.13 65.48 65.80 66.64

Ours 69.72 68.65 69.18 70.45 66.39 65.72 66.05 67.35

Qwen2.5-3B

SFT 63.46 62.98 63.22 64.17 60.15 62.42 62.16 62.43
KD w/ Orig Teacher 63.69 63.14 63.41 64.58 61.88 62.95 62.41 63.14

KD w/o feature 64.33 63.96 64.14 64.91 62.58 62.75 62.66 63.43
KD w/o logit 64.76 64.91 64.83 65.25 62.92 63.27 63.09 63.61

Ours 65.83 65.39 65.61 66.15 63.54 63.89 63.71 64.02

R1-Distill-Qwen-7B

SFT 67.75 65.59 66.65 68.52 65.02 64.61 64.81 67.29
KD w/ Orig Teacher 67.68 66.13 66.90 68.76 65.59 65.01 65.30 67.38

KD w/o feature 68.44 67.53 67.98 69.45 65.87 64.94 65.40 67.61
KD w/o logit 68.67 68.16 68.41 69.96 66.79 67.41 67.10 68.32

Ours 70.25 69.91 70.08 71.32 67.82 67.31 67.56 69.03

R1-Distill-Qwen-1.5B

SFT 62.96 63.33 63.14 63.85 60.45 61.24 60.84 62.27
KD w/ Orig Teacher 63.47 64.03 63.75 64.11 61.11 62.28 61.69 62.93

KD w/o feature 63.85 63.96 63.90 64.48 61.74 62.35 62.04 63.19
KD w/o logit 64.29 64.58 64.43 65.47 62.34 63.12 62.73 64.11

Ours 66.34 65.23 65.78 66.53 63.52 64.47 63.99 65.81
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5.6 RQ3: Ablation Study

For each student LLM, we design four ablation models. First, we directly fine-
tune the LLM using the JA-QA dataset, which is denoted by SFT. Second, we
distill from the original teacher LLM, i.e., the teacher LLM without fine-tuning
on JA-QA, which is denoted by KD w/ Orig Teacher. Third, we remove the
feature-based distillation loss and the logit-based distillation loss from the total
distillation loss, respectively, which are denoted by KD w/o feature and KD w/o
logit.

The results are reported in Table 2. We observe that all ablation models per-
form worse than our distilled student model in each LLM group, which indicates
the effectiveness of the components in our proposed distillation method. Partic-
ularly, the significant performance gap between SFT and the distilled student
LLM shows the effect of using both feature-based distillation and logit-based
distillation.

5.7 RQ4: Hyperparameter Analysis

The most important hyperparameters in our distillation method are the loss
balance factors α and β. We vary their values for both student LLMs. Figure 4
shows the results of Qwen2.5 on the two tasks. We observe that the best per-
formance is achieved when α = 1.0 and β = 0.5, for both tasks and both LLM
sizes. This may indicate that the logit-based distillation loss is more important
than the feature-based distillation loss. Figure 5 shows the results of DeepSeek-
R1-Distill-Qwen on the two tasks, and we observe similar results with that of
Qwen2.5.
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Fig. 4: Varying α and β for Qwen2.5.

6 Discussion and Conclusion

This research focuses on leveraging large language models (LLMs) for talent
management in open source communities, specifically in the job title prediction
and project recommendation tasks. By constructing the TM-Eval and JA-QA
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Fig. 5: Varying α and β for DeepSeek-R1-Distill-Qwen.

datasets, we evaluate the performance of the latest representative LLMs and pro-
pose a knowledge distillation method to transfer knowledge from larger LLMs to
smaller ones. The experimental results lead to several significant findings. First,
LLMs demonstrate remarkable superiority over traditional models in both tasks,
and larger LLMs outperform smaller ones. Second, our fine-tuning and knowledge
distillation approaches are highly effective. Fine-tuning injects domain-specific
knowledge into teacher LLMs, while distillation enables student LLMs to signif-
icantly improve their performance.

However, there are still areas for improvement. For example, the datasets used
may not comprehensively cover all aspects of talent management in open source
communities, and the distillation method could be further optimized to han-
dle more complex scenarios, such as distilling into different LLMs. In addition,
the study primarily focuses on two tasks, which may lead to a relatively nar-
row research scope without considering more diverse scenarios. Future research
could explore expanding the datasets, improving the distillation algorithm, and
integrating more advanced techniques to enhance the performance and gener-
alization ability of LLMs in open source talent management tasks. It could be
valuable to explore other talent management tasks in open source communities
beyond the current focus, such as contributor profiling, skill development track-
ing, and the attraction and retention of open source talents. Overall, this study
offers a solid foundation for future research in this field.
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