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Abstract. Fairbeat, a novel Fairness Assessment tool for Resampling-
based Bias Elimination and Algorithm Training, addresses the criti-
cal challenge of fairness in machine learning. Machine learning mod-
els often exhibit biases stemming from imbalances in training data con-
cerning protected attributes, leading to discriminatory outcomes. Fair-
beat leverages the Composite Balance Score (CBS), a comprehensive met-
ric that evaluates the balance of the dataset by integrating the imbal-
ance of attributes, the imbalance of labels and the association of at-
tributes and labels into a single normalized score. This tool facilitates
proactive bias assessment prior to model training, supports multi-class
attributes, and provides a user-friendly environment for exploring and
visualizing the impact of various bias mitigation techniques, including
resampling methods, thereby promoting the development of more equi-
table and ethically sound AI systems. The demonstration video can be
found at https://youtu.be/9aHKfZgtXKg.

Keywords: Composite Balance Score · Fairness · Bias Mitigation · Ma-
chine Learning.

1 Introduction

Ensuring fairness in machine learning models is crucial for ethical compliance
and societal impact. Models often exhibit biases due to imbalances in training
data, particularly concerning protected attributes like gender, age, and ethnic-
ity. Addressing these biases is essential to prevent discrimination and achieve
equitable outcomes.
Problem Statement. Machine learning models are increasingly used in human-
centric decision-making areas such as judiciary systems, human resources, credit
assessment, and healthcare. However, these models often show unfair behavior
towards social groups based on protected attributes, leading to discrimination
and ethical concerns. The challenge lies in predicting the fairness of these models
by analyzing their training data and implementing bias mitigation strategies
without compromising performance.
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Existing Works. Previous studies have explored various bias mitigation tech-
niques, including pre-processing [3], in-processing [4], and post-processing [5]
methods. These approaches often focus on single, binary protected attributes,
neglecting the complexities of multi-class attributes. While some methods have
shown promise in improving fairness, they frequently lead to a reduction in util-
ity, known as the fairness-utility trade-off [1]. Moreover, handling missing data
and proxy attributes remains a challenge, influencing both fairness and model
performance [2]. Moreover, FairnessEval [9] is a Python framework for evaluating
and comparing fairness in ML models, streamlining data preparation, evaluation,
and result presentation to aid in model selection and validation.
Novelty and Contribution. Our paper introduces Fairbeat, a Fairness Assess-
ment Interface for Resampling-based Bias Elimination and Algorithm Training.
It is based on the Composite Balance Score (CBS), a novel metric designed to
evaluate the balance of datasets with respect to protected attributes and pre-
dict model fairness by analyzing the training data. Fairbeat informs the decision
of whether or not to apply bias mitigation. It offers several key advantages,
including a comprehensive balance measure that combines attribute imbal-
ance, label imbalance, and attribute-label association into a single, normalized
score ranging from 0 to 1. This easy-to-interpret metric assesses overall dataset
balance and predicts model fairness by focusing on dataset balance as an
indicator of potential bias. Furthermore, CBS supports multi-class attributes,
extending beyond binary categories, and enables proactive bias assessment
and mitigation, allowing for bias evaluation before model training begins. Fi-
nally, Fairbeat has a friendly user interface for bias assessment and mitigation.
The video of the demonstration is available at https://youtu.be/9aHKfZgtXKg.
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Fig. 1: Fairbeat : balancing strategies and resampling methods workflow.

Fairbeat is a tool designed to simplify the evaluation and mitigation of bias
in machine learning datasets. It provides an intuitive tool for users to assess
dataset fairness, explore bias mitigation techniques, and visualize their impact.
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The tool democratizes fairness-aware machine learning, enabling practitioners
to build equitable AI systems. Figure 1 outlines the workflow for evaluating and
mitigating bias using the Composite Balance Score (CBS) and related metrics.
If bias mitigation is needed, a balancing strategy and a resampling method are
selected. The balance of the rebalanced data is then evaluated, and a machine
learning model is trained and tested for fairness and utility. The CBS value
helps determine the success of the balancing, comparing results to the initial
data balance.

2.1 Assessing dataset balance using the Composite Balance Score
(CBS)

We introduce the Composite Balance Score, a new metric for evaluating the bal-
ance of protected attributes. It uses three measures: the Balance Index, RMSDIR,
and RMSPMI.
Balance Index (Bal) is introduced as a novel metric to quantify the balance
of classes within a protected attribute, addressing a critical aspect of dataset

fairness. Bal(A) = 1 − imb(A)√
n−1
n

, where imb(A) is the imbalance index, n is the

number of classes, and A is the protected attribute. Unlike prior works [6] that
often rely on arithmetic means to assess imbalance, the Balance Index employs a
quadratic mean of the distribution deviation, providing a more sensitive measure
to variations in class representation. Furthermore, it’s normalized to a [0, 1]
scale, offering intuitive interpretability where 1 signifies perfect balance and 0
indicates extreme imbalance. The Balance Index offers a unique combination
of sensitivity and interpretability, making it a valuable tool for evaluating and
addressing attribute imbalances in fairness-aware machine learning.
Root Mean Squared Disparate Impact Ratio (RMSDIR): To quan-
tify label imbalance across protected attribute classes, this paper introduces
the Root Mean Squared Disparate Impact Ratio (RMSDIR): RMSDIR(A) =√∑

c ̸=cpriv
DIRnor(c)2

|{c ̸=cpriv}| , where DIRnor(c) is the normalized disparate impact ratio

for class c proposed in [7], [8]. Building upon the concept of Disparate Impact

Ratio (DIR): DIR(ci) = P (Y=1 | A=ci)
P (Y=1 | A=cprivi)

with ci ̸= cprivi, commonly used to

compare favorable outcome rates between groups, RMSDIR offers a crucial nor-
malization step. Unlike traditional DIR, which lacks an upper bound and can be
challenging to interpret [7], RMSDIR leverages the normalized disparate impact
introduced by Badran et al. to ensure a [0, 1] scale. This normalization allows
for a more intuitive understanding of label imbalance, where 1 signifies perfect
balance and 0 indicates significant disparity, regardless of whether it favors the
privileged or unprivileged class. By aggregating these normalized values using a
root mean square, RMSDIR provides a single, robust measure of label imbalance
for the entire protected attribute, offering a more comprehensive assessment than
individual pairwise comparisons.
Root Mean Squared Pointwise Mutual Information (RMSPMI) is in-
troduced as a novel measure to capture the information shared between classes of
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a protected attribute and the target variable’s labels, offering a unique perspec-

tive on dataset bias. RMSPMI(A) =

√∑n
i=1

∑1
y=0 PMInor(ci,y)2

2n , where PMInor(ci, y)
is the normalized pointwise mutual information for class ci and label y. Unlike
traditional fairness metrics that focus solely on outcome disparities [7], [8], RM-
SPMI leverages the normalized Pointwise Mutual Information (PMI): PMI(ci, y) =

log P (A=ci, Y=y)
P (A=ci)P (Y=y) to quantify the degree of association between each class and

each label. While in [8], the authors used PMI to measure unwarranted asso-
ciations, RMSPMI aggregates these individual PMI values using a root mean
square, providing a single, comprehensive measure of the overall dependency be-
tween the protected attribute and the target variable. This approach allows for
a more nuanced understanding of how a protected attribute might be influenc-
ing predictions beyond simple outcome disparities, capturing subtle biases that
could be missed by other metrics. By focusing on information sharing, RMSPMI
complements existing fairness measures and provides valuable insights for bias
mitigation strategies.
Composite Balance Score (CBS) is a new metric designed to evaluate the
balance of a dataset concerning a protected attribute, as shown in Figure 2a.

CBS is calculated as: CBS(A) = Bal(A)+RMSDIR(A)+(1−RMSPMI(A))
3 . CBS cap-

tures attribute and label imbalances and the statistical dependence between
the attribute and the target variable. Normalized to a [0, 1] scale, CBS helps
assess dataset fairness, guiding bias mitigation strategies and tracking their ef-
fectiveness. By calculating CBS for each protected attribute, users can identify
attributes with scores below a threshold (e.g., 0.80) that may need bias mitiga-
tion. CBS guides the application of bias mitigation techniques, such as resam-
pling methods, to improve dataset balance and model fairness. Integrating CBS
into workflows enables organizations to proactively address biases, resulting in
fairer and more equitable machine learning models.

2.2 Resampling techniques

Resampling techniques are integral tools in data preprocessing after fairness as-
sessment using the CBS score, enabling modification of datasets through the
addition or removal of rows for bias mitigation, as shown in Figure 2b. These
techniques are used predominantly to rectify imbalanced labels in classification
tasks. In the realm of fairness, prior research has investigated resampling meth-
ods to equilibrate protected attributes. The strategies for balancing include: no
balance, balancing labels, balancing classes, balancing labels across all class-
es/attributes, and achieving complete balance. Resampling methods to imple-
ment these strategies are classified into over-sampling (Random Over-Sampling
(ROS), SMOTE-NC) and under-sampling (Random Under-Sampling (RUS)).

3 Conclusion

Fairbeat underscores the pivotal importance of dataset balance in reducing bias
within machine learning models, particularly in binary classification scenarios



Fairbeat : Assessing and Mitigating Bias with the Composite Balance Score 5

(a) Fairness evaluation. (b) Bias mitigation.

Fig. 2: Fairbeat dashboard.

involving multi-class protected attributes. The introduced Composite Balance
Score (CBS) serves as a robust predictor of model fairness. Implementing bal-
ancing strategies, notably the equalization of labels within classes, markedly
enhances fairness while incurring minimal utility loss. Although the efficacy of
CBS wanes with intersectional attributes, maintaining balanced datasets is es-
sential for fostering fairer and more equitable machine learning outcomes.
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