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Abstract. There is an increasing need to include explainability on the
machine learning (ML) models. Among the various approaches, coun-
terfactual (CF) explanations allow the design of what-if scenarios and
the interactive exploration of ML model behavior on sensitive decision-
making domains. However, the generation of CF for tabular and time-
series data requires technical skills that are not always available to the
end-users of ML-powered systems. Therefore, we propose a modular
web-based tool to easily generate, visualize, and interact with CF on
any tabular or time-series dataset. The EXTREMUM platform pro-
vides access to state-of-the-art CF algorithms, where users can train
ML models and explore CF on their tabular or time-series datasets with
an intuitive user interface. The project is instantiated on two tabular
datasets within healthcare and five time-series datasets with various do-
mains. The open-source repository lets ML researchers adapt the exist-
ing ML tool to new application domains: https://gitea.dsv.su.se/
DataScienceGroup/EXTREMUM-demo.
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1 Introduction

The increasing use of artificial intelligence (AI) tools and predictive machine
learning (ML) models also permeates high-stake application domains, such as
healthcare. These decision-support systems must strongly emphasize the inter-
pretability of the ML models to ensure accountability, ethical compliance, and
trust among end users [9,1]. Several forms of interpretability have emerged to
understand the factors that most significantly influence a model’s output. For ex-
ample, feature importance scores provide intuitive insights into which variables
affect a prediction; more sophisticated model-agnostic approaches, like LIME
and SHAP, allow users to assess the contribution of individual features at a
local or global level; and counterfactual (CF) explanations describe how the fea-
tures from a given data instance would need to change to alter the model’s initial
prediction.

https://gitea.dsv.su.se/DataScienceGroup/EXTREMUM-demo
https://gitea.dsv.su.se/DataScienceGroup/EXTREMUM-demo
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CF explanations have emerged as a promising direction for AI-powered tools
within sensitive domains, as they offer a trade-off between technical (e.g., model
performance, explanation validity) and human perspectives (e.g., task perfor-
mance, explanation understandability). CF explanations remain in the data do-
main, whereas other explanation techniques often require users to learn ML-
specific metrics and visualizations. Moreover, CF reasoning through what-if sce-
narios is naturally embedded in prescriptive practices like healthcare and bank-
ing. Lastly, CF lets end-users keep control of the decision-making process by
iteratively examining the factors that influence the model’s prediction.

The interest to design ML algorithms for CF generation is increasing for
all data modalities [5,10,8,12]. However, running algorithms for CF generation
require technical skills that differ vastly from the domain-specific skills held
by the end-users exploring CF explanations. Hence, there is a need to simplify
the construction of AI-powered tools including state-of-the-art CF explanations,
and thus bridge the gap between designers of AI-powered systems and end-users
leveraging interpretability in real-life contexts.

Prior related work on user-centered explainable AI has identified that web
interactive user interfaces are the primary medium to evaluate AI-powered sys-
tems with end users [1]. They also outline methodological aspects to assess
human-related factors of AI-powered systems such as trust, understanding, us-
ability, and human-AI collaboration performance[9]. There are several open-
source implementations of tools related to explainability in AI. Most toolkits
aim to simplify the work of data scientists and ML engineers [3], such as the AI
explainability 360 [2] that includes ten techniques for non-interactive explana-
tions, or the WebSHAP [13] library that offers model-agnostic explanations for
a single technique but with high interactivity. However, these solutions do not
offer CF explanations, and their online implementation is restricted to a prede-
fined dataset. Other approaches aimed at end-users, such as What-If Tool [14]
and Outcome-Explorer [4], allow interactive exploration of data, ML classifiers,
and interpretability with CF reasoning. However, they are aimed to work with
tabular data, images, or text; excluding time-series datasets. Interactive user
interfaces focused on time series allow imputation techniques [6], and our clos-
est related work [11] allows interactive CF generation tool for univariate time
series. However, it involves interpreting projected activation and attributions
in deep learning models, which are too technical to be interpreted by real-life
practitioners.

Therefore, the main contribution of this work is an open-source web-based
tool to visualize datasets, train ML classifiers, and explore CF explanations. It
allows post-hoc model-agnostic local explanations through CF reasoning using
state-of-the-art algorithms. Tabular datasets generate CF with DiCE [8], whereas
Glacier [12] generates locally constrained CF where users can favor or discourage
specific changes on parts of the time series. EXTREMUM is designed modular
and private so that practitioners can deploy the tool locally, upload their dataset,
and explore AI-powered decision-making tools within their expertise domain.
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2 EXTREMUM: Web-Based Tool for Counterfactuals

The tool is publicly accessible on the project’s website1. The open-source reposi-
tory2 contains an example video and installation instructions. The system work-
flow is divided in three parts, as described below:

2.1 Data Selection and Exploratory Data Analysis

The homepage lists available datasets. Users can choose between tabular or
time-series data and explore visualizations accordingly. For tabular data, inter-
active plots are generated asynchronously based on features and classes selected
through drop-down menus. For time series, users can browse from predefined
generic datasets. Users import and manage their own private data in the locally
deployed version. The public version of the tool allows exploration with three
example datasets, as shown in Figure 1.

Fig. 1: Example of the EXTREMUM tool allowing interactive exploration of
several example datasets, two tabular or five time series.

2.2 Model Training

The local version allows training new ML models; in the online version, users
choose pre-trained models and see their performance via classification reports,
feature importance, and PCA plots. For tabular data, the available models are
Linear Regression, Decision Tree, Random Forest, SVM, and XGBoost. For time
series, 1D-CNN is used for Glacier, while K-NN and Random Shapelet Forest
are used with Wildboar [10]. Users must also define preprocessing, test set ratio,
and (for tabular) the target label. After training, a report is shown to help decide
to save the model for future interactive sessions.
1 Online version: https://extremum.dsv.su.se/app
2 Open-source repo: https://gitea.dsv.su.se/DataScienceGroup/EXTREMUM-demo

https://extremum.dsv.su.se/app
https://gitea.dsv.su.se/DataScienceGroup/EXTREMUM-demo
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2.3 Counterfactual Generation and Exploration

CFs are generated through an interactive workflow, where users pick specific
data samples to view the CF list from a pre-trained model. The process varies
by dataset type. A t-SNE plot is rendered for tabular data, allowing interactive
point selection. These 2D points map back to the original data for CF generation.
For time series, if Glacier is chosen, the user selects a constraint (either from a
pre-computed experiment or a new one) before generating CF. On top of that,
sample selection and target label remain the same for both CF algorithms. The
Figure 2 displays a counterfactual for an example instance in the ECG dataset.

Fig. 2: Example of interactive exploration of counterfactuals for time-series data

3 Conclusion and Future Work

EXTREMUM is inspired by the possibilities of CF to support human-AI col-
laborative decision-making within healthcare [7]. It allows the abstraction of
advanced ML algorithms, instantiated on two tabular datasets for medical appli-
cations (breast cancer, stroke) and two time-series ECG datasets. The intuitive
user interface is an end-to-end workflow that enables users to upload private
datasets, train and manage ML classifiers, visualize results, and conduct inter-
active CF reasoning. It may support assistive tools for practitioners assessing
patient data and wanting actionable insights for possible treatment plans. The
open-source project may also be adapted to other high-stake applications.
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