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Abstract. Spatio-temporal forecasting is essential for understanding fu-
ture dynamics within real-world systems by leveraging historical data
from multiple locations. Existing methods often prioritize the develop-
ment of intricate neural networks to capture the complex dependencies
of the data. These methods neglect node-level heterogeneity and face
over-parameterization when attempting to model node-specific charac-
teristics. In this paper, we present a novel low-rank adaptation frame-
work for existing spatio-temporal prediction models, termed ST-LoRA,
which alleviates the aforementioned problems through node-level adjust-
ments. Specifically, we introduce the node-adaptive low-rank layer and
node-specific predictor, capturing the complex functional characteristics
of nodes while maintaining computational efficiency. Extensive experi-
ments on multiple real-world datasets demonstrate that our method con-
sistently achieves superior performance across various forecasting mod-
els with minimal computational overhead, improving performance by 7%
with only 1% additional parameter cost. The source code is available at
https://github.com/RWLinno/ST-LoRA.

1 Introduction

With the rapid advancement of data acquisition technologies and mobile com-
puting, vast spatio-temporal data are being generated for urban analysis and
related applications [51,6]. Spatio-temporal forecasting aims to predict future
changes based on dynamic temporal observations recorded at static locations
with spatial associations [52]. Modeling and analyzing these spatio-temporal dy-
namic systems can be applied to various prediction scenarios, such as traffic
speed forecasting [48,45], taxi demand prediction [47], and air quality predic-
tion [23,25]. Early research primarily focused on traditional time-series models,
such as the Historical Average (HA) [36] method and the Auto-Regressive Inte-
grated Moving Average (ARIMA) [26] model, as well as machine learning-based

https://github.com/RWLinno/ST-LoRA
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Fig. 1: Comparison between conventional STF methods and our proposed ST-
LoRA framework featuring node-specific predictors for node-level fine-tuning.

models [38], including Vector Auto-Regression (VAR) [55] and Artificial Neural
Networks (ANN) [13]. These methods were applied directly to spatio-temporal
forecasting (STF) without considering spatial dependencies, leading to subop-
timal performance. With the accumulation of spatio-temporal big data, recent
approaches have shifted towards data-driven deep learning models, which are
capable of capturing the inherent spatio-temporal dependencies within dynamic
systems. Simple yet effective strategies involve using convolutional neural net-
works (CNNs) [9] to capture spatial dependencies and recurrent neural networks
(RNNs) [49,11,50,4] for temporal dependencies, thereby improving performance.

Given the non-Euclidean nature of spatial dependencies, deep learning meth-
ods have evolved to combine sophisticated temporal models with Graph Neu-
ral Networks (GNNs) [44,19] for capturing both global temporal dependencies
and regional patterns. Spatio-temporal graph neural networks (STGNNs) [20,48]
have emerged as powerful tools for learning robust high-level spatio-temporal
representations through local information aggregation [16]. Recent years have
witnessed significant advances in this field, including innovations in graph convo-
lution architectures [7,42], dynamic graph structure learning [45,15], and efficient
attention mechanisms [53,43]. Furthermore, researchers have explored integrat-
ing advanced techniques such as self-supervised learning [34] and large language
models [54] into spatio-temporal prediction tasks. While these sophisticated ap-
proaches have achieved remarkable performance improvements, they often come
at the cost of increased computational complexity and memory requirements,
making it challenging to balance model effectiveness with operational efficiency.

To better understand the landscape of spatio-temporal forecasting, we present
a systematic analysis of existing architectures, revealing their common struc-
tural patterns as illustrated in Figure 1. Existing spatio-temporal forecasting
methods typically consist of two main components. The first component is the
Spatio-Temporal Representation Extractor, which serves as the core framework
and is responsible for capturing high-order complex spatio-temporal relation-
ships. This component can be implemented using various architectures, such as
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Fig. 2: Traffic flow visualization of each node in different areas on the PEMS04.

CNNs, RNNs, and STGNNs. The second component is the Node-Shared Predic-
tor, which takes the advanced spatio-temporal representations extracted by the
first component and predicts future changes for each location. This predictor
typically consists of parameter-sharing fully connected layers.

While this two-component architecture has been widely adopted in exist-
ing methods, it suffers from a significant limitation: the parameter-sharing node
predictor fundamentally struggles to address node-level heterogeneity. This
shared parameterization approach assumes all nodes exhibit similar behavior
patterns that can be modeled using identical parameters. However, in real-world
scenarios, nodes frequently display distinct temporal dynamics and behavioral
characteristics that shared predictors cannot adequately capture. This hetero-
geneity is particularly pronounced in urban traffic networks, where sensors dis-
tributed across diverse functional areas exhibit unique patterns influenced by
their specific contexts and surrounding environments. To illustrate this problem
intuitively, we analyze the PEMS04 traffic flow dataset [3] from California, exam-
ining nodes across different urban zones (Figure 2). Our analysis reveals that even
nodes 33 and 93, situated within the same residential area, exhibit substantially
different temporal evolution patterns between time steps 1250 and 2000. This
finding underscores the limitations of current parameter-sharing approaches in
modeling node-specific behavioral characteristics. Consequently, existing spatio-
temporal forecasting models attempting to address heterogeneity through exten-
sive shared parameterization inevitably confront the over-parameterization
dilemma. Maintaining separate parameters for each node not only incurs pro-
hibitive computational and memory costs, especially for large-scale networks
with hundreds or thousands of nodes, but also significantly increases the risk of
model overfitting and compromised generalization performance.

To address these challenges, we draw inspiration from low-rank matrix factor-
ization techniques [33]. Specifically, we first customize a node-adaptive low-rank
layer containing multiple trainable matrices, utilizing low-rank decomposition
techniques to effectively reduce computational complexity and enhance model
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training efficiency. Subsequently, we propose a novel lightweight and efficient
low-rank adaptation framework named ST-LoRA. This framework seamlessly
integrates the low-rank layer into existing spatio-temporal forecasting models
through a multi-layer fusion residual stacking approach, thereby achieving node-
specific predictors and mitigating the effects of overparameterization. Experi-
mental results on real-world traffic datasets show that our framework signifi-
cantly improves performance over various baseline methods in spatio-temporal
forecasting tasks. Our major contributions can be summarized as follows:
1) A node-level heterogeneity perspective for STF. We are the first to
introduce low-rank adaptation techniques to the spatio-temporal domain to ex-
plicitly account for the node-level heterogeneity. Our proposed Node Adaptive
Low-rank Layers capture diverse node-level patterns and distributions by lever-
aging low-rank matrix factorization while maintaining computational efficiency.
2) A general low-rank adaptation method for existing ST models.
We developed node-specific predictors along with a framework called ST-LoRA,
which, in a lightweight and efficient manner, allows existing spatio-temporal
prediction models to serve as backbone networks to enhance overall performance.
3) Extensive empirical studies. We rigorously evaluate our proposed method
on various models and six public traffic datasets. The experimental results demon-
strate that our method significantly enhances prediction accuracy across all base-
line models while requiring less than 1% additional learnable parameters, achiev-
ing remarkable more than 7% performance improvements in terms of average
RMSE across prediction horizons.

2 Preliminaries

2.1 Formulation

The objective of STF is to predict future values based on previously observed
time series data from N correlated sensors. This sensor network can be repre-
sented as a weighted directed graph G = (V, E ,W), where V is the node set with
|V| = N , E is the edge set, and W ∈ RN×N is a weighted adjacency matrix that
encodes the relationships between nodes. The spatio-temporal data observed on
G can be represented as a graph signal X ∈ RN×F , where F is the number of
features associated with each node. Let X(t) denote the graph signal observed
at time t. The spatio-temporal forecasting problem aims to learn a function F(·)
that maps s historical graph signals to h future graph signals, given a graph G:

[X(t−s+1), . . . , X(t);G] F(·)−→ [X(t+1), . . . , X(t+h)]. (1)

2.2 Related Work

Spatio-temporal Forecasting has evolved into a foundational paradigm for
predicting future states by leveraging historical observations across spatial and
temporal dimensions. Traditional methods grounded in statistical and time se-
ries analysis achieved modest success but exhibited significant limitations in
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modeling complex spatial structures and intricate ST relationships [42,16]. To
address these shortcomings, deep learning frameworks have increasingly been
embraced, which demonstrate superior capability in extracting latent feature
representations, including non-linear spatial and temporal correlations from his-
torical data [41,29,40]. Among these advanced frameworks, Spatio-Temporal
Graph Neural Networks (STGNNs) have emerged as powerful tools for pre-
diction tasks. By integrating Graph Neural Networks (GNNs) [19] with sophis-
ticated temporal modeling techniques [49], these architectures effectively cap-
ture complex spatio-temporal dynamics through local information aggregation.
Over the past decade, several influential STGNN architectures have been pro-
posed, including GWNet [45], STGCN [48], DCRNN [20], and AGCRN [2], each
demonstrating remarkable performance across diverse spatio-temporal predic-
tion tasks. Complementing these developments, attention mechanisms [39,30]
have gained substantial traction due to their effectiveness in modeling dynamic
dependencies inherent in spatio-temporal data. Despite the proliferation and di-
versification of STGNN architectures, performance improvements have begun
to plateau, prompting researchers to explore integrating Self-Supervised Learn-
ing (SSL) [34,22] and Large Language Models (LLMs) [54,17,46]. Recent stud-
ies have further investigated methods to capture spatio-temporal heterogeneity
through techniques such as spatial-temporal decoupled masked pre-training [8]
and heterogeneity-informed learning approaches [5].

However, these methods often introduce substantial computational overhead
and model complexity. Against this backdrop, we introduce a parameter-efficient
node-specific adaptation method that significantly enhances existing forecasting
frameworks while maintaining minimal parameter and computational costs.

Low-rank Adaptation is the technique that decomposes high-dimensional
parameter spaces into products of low-rank matrices, reducing computational
complexity while preserving essential information. The foundational work on
LoRA [12,10] demonstrated that injecting trainable low-rank matrices into pre-
trained models enables efficient adaptation with minimal parameter overhead.
This approach has been refined through variants like DyLoRA [37] with dy-
namic adaptation mechanisms and Compacter [18] leveraging parameterized
complex multiplication layers for task-specific optimization. The extension of
low-rank adaptation to multi-modal and spatio-temporal domains represents a
significant advancement for complex applications. MTLoRA [1] adapted this ap-
proach for multi-task learning scenarios, while robust low-rank reconstruction
techniques [14] have shown effectiveness for preserving invariant features across
domains. In spatio-temporal forecasting, MFSTN [32] and DeepLGN [24] use
matrix or tensor factorization for region-specific parameter decomposition, but
their grid-based modeling limits node-level granularity. ST-Adapter [31] intro-
duced low-rank adaptation for cross-modality transfer in spatio-temporal tasks
but focused on modality transfer rather than node-specific adaptation.

However, these approaches rely predominantly on region-level predictions,
limiting their ability to capture fine-grained node-level heterogeneity and com-
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Fig. 3: Overview of the proposed ST-LoRA framework.

promising generalizability across diverse spatial configurations. Our proposed
framework addresses these limitations by adapting low-rank optimization for
node-level heterogeneity in spatio-temporal forecasting.

3 Methodology

In this section, we present ST-LoRA, a lightweight yet effective framework that
enhances spatio-temporal models by addressing the node heterogeneity and over-
parameterization challenges. As illustrated in Figure 3, our framework consists
of three key components: (a) the gated integration mechanism that enhances
existing backbone STGNNs, (b) Node-specific Predictors (NSPs) that capture
patterns with node-level fine-tuning, and (c) Node-Adaptive Low-rank Layers
(NALLs) that leverage low-rank adaptation for parameter customization.

3.1 Node-Adaptive Low-rank Layers

The core innovation of ST-LoRA lies in the Node-Adaptive Low-rank Layers
(NALL), which introduce learnable low-rank matrices to efficiently customize
the base model parameters for different nodes. Let W ∈ Rdout×din represent the
base weight matrix, where din and dout are the input and output dimensions,
respectively. Traditional approaches would require a complete set of parameters
for each node, leading to O(N · din · dout) parameters for N nodes, which is
computationally prohibitive for large-scale spatio-temporal networks. Drawing
inspiration from low-rank matrix factorization theory [21], NALL decomposes
the parameter matrix ∆W into the product of two low-rank matrices. For node
vi with input x, the adaptation process can be formally expressed as:

∆Wvi = BAvi ·
α

r
, ŷi = σ (Wx+∆Wvix+ b) , (2)
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where B ∈ Rdout×r and Ai ∈ Rr×din are learnable low-rank matrices with rank r,
α is a scaling factor controlling the adaptation magnitude, and σ is a non-linear
activation function (e.g., LeakyReLU). This formulation reduces the parameter
complexity from O(N · din · dout) to O(r · (din + dout) + N · r2), representing
a significant reduction when r ≪ min(din, dout). By constraining adaptations
to lower-dimensional node-specific patterns, NALL efficiently captures mean-
ingful behavioral differences while preventing overfitting to node-specific noise
patterns. During inference, while W remains frozen to preserve the pre-trained
knowledge, Ai and B continue to adapt and capture node-specific patterns. Our
implementation further enhances NALL with dropout with p = 0.3 and Kaiming
initialization to stabilize training dynamics and improve convergence stability.

3.2 Node-specific Predictors

While a single NALL layer provides efficient parameter adaptation, capturing
complex spatio-temporal dependencies requires a more sophisticated architec-
tural design. We propose Node-Specific Predictors (NSP) that hierarchically
stack multiple NALL layers with residual connections to model heterogeneous
patterns across different nodes. Given an input sequence Xt−T :t ∈ RT×N×D,
where T is the sequence length, N is the number of nodes, and D is the feature
dimension, NSP processes the input through following integrated components:

H(0) = Conv2D(Xt−T :t),

H(l) = H(l−1) + NALL(l)(σ(H(l−1))), l = 1, 2, ..., L

Ŷt = Gt(H
(L)),

(3)

where H(l) ∈ RT×N×D represents the hidden feature representations at layer
l, Conv2D(·) first extracts temporal features using convolution operations with
optimized kernel configurations, multiple NALL layers then process spatial infor-
mation through residual connections, and finally Gt projects the features for tem-
poral prediction. The activation function σ incorporates RMSNorm and dropout
to control model complexity and enhance training stability.

The key innovation of NSP lies in its unified approach to spatio-temporal
modeling. Unlike traditional GNNs that rely on fixed graph convolutions, NSP
leverages the low-rank structure of NALLs to achieve both spatial and temporal
adaptability. Specifically, the spatial patterns are captured through the rank-
constrained weight matrices in NALLs, which naturally aggregate node-specific
information, while the temporal dependencies are modeled through the sequen-
tial application of adapted transformations. This design enables NSP to effi-
ciently capture complex node-specific patterns while maintaining computational
efficiency through the low-rank structure of NALL layers. The effectiveness of
this architecture is particularly evident in scenarios with heterogeneous node be-
haviors, where traditional fixed-parameter approaches often struggle to capture
diverse patterns simultaneously. Importantly, while NSP provides node-specific
adaptations, it preserves spatial dependencies captured by the backbone model
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by operating on representations that already encode inter-node relationships,
thus complementing rather than replacing existing spatial modeling mechanisms.

3.3 ST-LoRA Integration

To enhance model generalization and adaptability to diverse spatio-temporal
patterns, we propose ST-LoRA, a novel low-rank adaptation framework for
spatio-temporal data that seamlessly integrates existing backbone models with
our NSP module. Let fθ denote a pre-trained spatio-temporal backbone model
and H(·) represent our NSP-based enhancement operator. The ST-LoRA frame-
work employs a hierarchical architecture with multiple NSP blocks to capture
complex spatio-temporal dependencies at different scales. Given input sequence
Xt−T :t, the integration process can be formulated as:

Ybase = fθ(Xt−T :t),

Z(1) = H(1)(σ(Ybase)),

Z(k) = H(k)(σ([Xt−T :t,Z
(k−1)])), k = 2, . . . ,K

R = σ(F([Xt−T :t,
1

K

K∑
k=1

Z(k)])),

Yfinal = R⊙Ybase + (1−R)⊙ 1

K

K∑
k=1

Z(k),

(4)

where K is the number of NSP blocks, σ is a non-linear activation function
(e.g., ReLU), [·, ·] denotes feature concatenation, F is a learnable fusion layer
that generates adaptive blending weights, and R ∈ [0, 1] is a node-specific gating
tensor that controls the contribution of the adaptation mechanism. This allows
NSP blocks to access both original historical context and refined node-specific
representations, enabling the framework to capture diverse spatio-temporal pat-
terns at different scales while maintaining stability through averaging.

The framework is optimized end-to-end using a temporal Mean Absolute
Error (MAE) loss with L2 regularization over the prediction horizon T ′:

L =
1

T ′

T ′∑
i=1

∥Xt+i −Y
(t+i)
final ∥1 + λ∥α∥2, (5)

where λ controls the strength of the regularization term on the gating parame-
ter. This formulation ensures accurate predictions through the MAE term while
preventing over-reliance on either the backbone model or the adaptation.

The effectiveness of ST-LoRA stems from its ability to preserve the backbone
model’s general prediction capability while introducing node-specific adaptations
through the NSP blocks, making it suitable for complex real-world scenarios
with heterogeneous spatio-temporal patterns. By integrating NALLs and NSPs,
ST-LoRA provides an efficient solution to the fundamental trade-off between
modeling node-level heterogeneity and managing computational complexity.
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4 Experiments

In this section, we conduct extensive experiments to investigate the following
Research Questions (RQ):

– RQ1: Can ST-LoRA be seamlessly integrated with various spatio-temporal
prediction models?

– RQ2: How effectively does our framework improve prediction performance
across different scenarios?

– RQ3: What are the computational overhead and parameter costs of our
framework?

– RQ4: How do different architectural choices affect the model’s performance?

4.1 Experimental Setup

Datasets. We evaluate our approach on six public traffic datasets that are
widely used in spatio-temporal forecasting research. As summarized in Table 1,
these datasets encompass both traffic speed measurements (METR-LA, PEMS-
BAY) and traffic flow records (PEMS03/04/07/08), featuring diverse spatial
scales ranging from 170 to 883 sensor nodes and temporal ranges spanning 16,992
to 52,116 timestamps. Following standard practice, we split each dataset chrono-
logically into training, validation, and testing sets with ratios of 7:1:2 for speed
datasets and 6:2:2 for flow datasets. All above datasets are divided along the
time axis into three non-overlapping parts, including training, validation, and
test sets. METR-LA and PEMS-BAY are divided in a fraction of 7:1:2 while
PEMS03, PEMS04, PEMS07, and PEMS08 are divided in a fraction of 6:2:2.

Evaluation Protocol. We adopt three standard metrics for evaluation: Mean
Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute
Percentage Error (MAPE). For comprehensive assessment, we examine model
performance across different prediction horizons (15-min, 30-min, and 60-min)
and report both the horizon-specific and average results. Each experiment is
repeated five times with different random seeds to ensure statistical reliability.

Table 1: Statistics and description of datasets we used.
Dataset #Nodes #Edges #Frames Time Range Type

METR-LA 207 1515 34,272 03/01/2012 – 06/27/2012 Traffic speed
PEMS-BAY 325 2369 52,116 01/01/2017 – 06/30/2017 Traffic speed

PEMS03 358 547 26208 09/01/2018 – 11/30/2018 Traffic flow
PEMS04 307 340 16992 01/01/2018 – 02/28/2018 Traffic flow
PEMS07 883 866 28224 05/01/2017 – 08/06/2017 Traffic flow
PEMS08 170 295 17856 07/01/2016 – 08/31/2016 Traffic flow
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Baselines. We evaluate six representative spatio-temporal prediction models
as backbone networks to validate the effectiveness of the ST-LoRA framework.
Long Short-Term Memory (LSTM) [11] controls the flow of information by intro-
ducing a gating mechanism to selectively keep and forget temporal data. Spatio-
temporal Graph Convolution Network (STGCN) [48] combines graph convo-
lution and 1D convolution to process spatio-temporal data. Graph WaveNet
(GWN) [45] utilizes adaptive adjacency matrices and dilation convolution to
capture spatial and temporal correlations in traffic data. Adaptive Graph Convo-
lutional Recurrent Network (AGCRN) [2] infers dependencies between streaming
time series through node adaptive parameter learning and data-adaptive graph
generation modules. Decoupled Dynamic Spatio-Temporal Graph Neural Net-
work (D2STGNN) [35] is able to separate diffuse and intrinsic traffic information,
thus enhancing dynamic graph learning. Finally, Spatio-Temporal Adaptive Em-
bedding transformer (STAE) [27] encodes nodal, spatial, and temporal features
through linear layers and multiple embedding layers respectively.

4.2 Model Settings of ST-LoRA (RQ1)

All experiments are conducted using the PyTorch framework on a Linux server
equipped with NVIDIA RTX A6000 GPUs. For model training, we employ Adam
optimizer with an initial learning rate of 0.001 and weight decay of 0.0005. The
evaluation metrics include MAE, RMSE, and MAPE, which are standard in
traffic forecasting tasks. For comprehensive assessment, we reported the aver-
age performance across all 12 prediction horizons on four traffic flow datasets
(PEMS03, PEMS04, PEMS07, and PEMS08).

We directly converted the original baselines to ST-LoRA framework as back-
bones. The learning rate is set to be adjusted in step 10, and the ratio is 0.1. Var-
ious models are implemented concerning the benchmark LargeST [28] and their
official source code. For hyper-parameters in the framework, such as the number
of NSPs is usually taken as 1, the number of node adaptive low-rank layers is
usually taken as 4, and the maximum rank of the low-rank space is usually taken
as 16, which is generally adjusted according to the original model. This setup
ensures that we seamlessly integrate existing methods into our framework. Ex-
periments show that our proposed framework supports multiple spatio-temporal
prediction models, including the aforementioned baselines.

4.3 Performance Comparisons (RQ2)

To validate the effectiveness of our framework, we conducted comprehensive
experiments across multiple models and datasets. Specifically, we analyze the
performance improvements of different baseline models on the PEMS04 dataset
(Table 2), and the generalization capability of our framework across multiple
traffic datasets (Table 3). For statistical reliability, each experiment was repeated
five times, with models enhanced by our framework denoted with a "+" suffix.

As shown in Table 2, ST-LoRA demonstrates consistent performance im-
provements across various baseline models, ranging from traditional models to
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Table 2: The improvement of different models in the PEMS04 dataset. Here,
lower values indicate better performance. All six baselines have achieved signifi-
cant improvements, denoted by ∆. The subscripts indicate standard deviations.

Model
15min 30min 60min Average

MAE ↓ RMSE ↓ MAPE% ↓ MAE ↓ RMSE ↓ MAPE% ↓ MAE ↓ RMSE ↓ MAPE% ↓ MAE ↓ RMSE ↓ MAPE% ↓

HA 28.92±1.25 42.69±1.82 20.31±0.89 33.73±1.28 49.37±1.85 24.01±0.91 46.97±1.31 67.43±1.89 35.11±0.92 38.03±1.28 59.24±1.85 27.88±0.91

VAR 21.94±0.62 34.30±1.02 16.42±0.48 23.72±0.71 36.58±1.08 18.02±0.52 26.76±0.82 40.28±1.23 20.94±0.64 23.51±0.72 36.39±1.11 17.85±0.55

SVR 22.52±0.68 35.30±1.12 14.71±0.45 27.63±0.78 42.23±1.25 18.29±0.49 37.86±1.15 56.01±1.70 26.72±0.82 28.66±0.87 44.59±1.36 19.15±0.59

LSTM 21.94±0.59 33.37±0.93 15.32±0.40 25.83±0.66 39.10±1.04 20.35±0.43 36.41±0.82 50.73±1.28 29.92±0.56 27.14±0.69 41.59±1.08 18.20±0.46

LSTM+ 18.89±0.58 29.96±0.91 13.02±0.40 21.31±0.65 34.22±1.04 13.96±0.43 26.34±0.80 41.30±1.26 18.26±0.56 22.18±0.68 35.16±1.07 15.08±0.46

∆ -3.05±0.18 -3.41±0.20 -2.30±0.14 -4.52±0.27 -4.88±0.29 -6.39±0.38 -10.07±0.60 -9.43±0.57 -11.66±0.70 -4.96±0.30 -6.43±0.39 -3.12±0.19

STGCN 19.45±0.59 30.12±0.92 14.21±0.43 21.85±0.62 34.43±0.97 14.13±0.44 26.97±0.68 41.11±1.06 16.84±0.48 22.70±0.63 35.55±0.98 14.59±0.45

STGCN+ 19.12±0.58 29.72±0.91 13.89±0.42 19.92±0.61 31.63±0.96 13.77±0.42 22.07±0.67 34.47±1.05 15.42±0.47 20.37±0.62 31.94±0.97 14.36±0.44

∆ -0.33±0.02 -0.40±0.02 -0.32±0.02 -1.93±0.12 -2.80±0.17 -0.36±0.02 -4.90±0.29 -6.64±0.40 -1.42±0.09 -2.33±0.14 -3.61±0.22 -0.23±0.01

GWNet 18.65±0.57 29.24±0.89 13.82±0.42 19.57±0.60 30.62±0.92 13.28±0.39 23.07±0.70 35.35±1.08 17.34±0.53 25.45±0.62 39.70±0.97 17.29±0.45

GWNet+ 17.89±0.55 28.52±0.87 12.64±0.39 18.88±0.58 29.38±0.89 13.06±0.40 20.89±0.64 32.96±1.00 14.92±0.46 19.22±0.59 30.62±0.93 13.54±0.41

∆ -0.76±0.05 -0.72±0.04 -1.18±0.07 -0.69±0.04 -1.24±0.07 -0.22±0.01 -2.18±0.13 -2.39±0.14 -2.42±0.15 -6.23±0.37 -9.08±0.54 -3.75±0.23

AGCRN 18.12±0.55 29.45±0.90 12.85±0.39 18.77±0.57 30.08±0.92 12.97±0.40 20.41±0.62 32.87±1.00 14.38±0.44 19.83±0.58 32.26±0.94 13.40±0.41

AGCRN+ 17.83±0.54 29.16±0.89 12.55±0.38 18.63±0.57 29.99±0.91 12.82±0.39 19.97±0.61 32.37±0.99 13.78±0.42 18.81±0.57 30.51±0.93 13.05±0.40

∆ -0.29±0.02 -0.29±0.02 -0.30±0.02 -0.14±0.01 -0.09±0.01 -0.15±0.01 -0.44±0.03 -0.50±0.03 -0.60±0.04 -1.02±0.06 -1.75±0.11 -0.35±0.02

STAE 17.95±0.55 29.12±0.89 12.65±0.39 18.92±0.58 30.09±0.92 13.35±0.41 21.06±0.64 33.37±1.02 15.55±0.47 19.31±0.59 30.86±0.94 13.85±0.42

STAE+ 17.65±0.54 28.73±0.88 12.45±0.38 18.62±0.57 29.55±0.90 13.29±0.41 20.40±0.62 32.38±0.99 15.00±0.46 18.89±0.58 30.22±0.92 13.58±0.41

∆ -0.30±0.02 -0.39±0.02 -0.20±0.01 -0.30±0.02 -0.54±0.03 -0.06±0.01 -0.66±0.04 -0.99±0.06 -0.55±0.03 -0.42±0.03 -0.64±0.04 -0.27±0.02

D2STGNN 18.95±0.58 29.85±0.91 14.82±0.45 19.96±0.61 31.34±0.95 15.52±0.47 23.34±0.71 35.89±1.09 17.39±0.53 20.75±0.63 32.36±0.99 15.91±0.49

D2STGNN+18.25±0.56 28.92±0.88 14.12±0.43 19.21±0.59 30.50±0.93 13.46±0.41 21.73±0.66 33.73±1.03 17.00±0.52 19.73±0.60 31.05±0.95 14.86±0.45

∆ -0.70±0.04 -0.93±0.06 -0.70±0.04 -0.75±0.05 -0.84±0.05 -2.06±0.12 -1.61±0.10 -2.16±0.13 -0.39±0.02 -1.02±0.06 -1.31±0.08 -1.05±0.06

Table 3: Performance Improvements of one of the backbone STGNNs on Multiple
Traffic Datasets. We use STGCN in the table as an example to illustrate the
significant enhancement of our method from the perspective of the dataset.

Dataset 15min 30min 60min Average

MAE RMSE MAPE% MAE RMSE MAPE% MAE RMSE MAPE% MAE RMSE MAPE%

PEMS04 -0.33±0.02 -0.40±0.03 -0.07±0.01 -1.45±0.09 -2.50±0.15 -0.10±0.01 -4.94±0.30 -6.61±0.40 -1.28±0.08 -2.24±0.14 -3.17±0.19 -0.48±0.03

PEMS08 -0.20±0.01 -1.09±0.07 -0.57±0.03 -1.37±0.08 -1.79±0.11 -0.30±0.02 -7.63±0.46 -5.86±0.35 -1.28±0.08 -3.07±0.18 -2.91±0.17 -0.72±0.04

PEMS03 -0.31±0.02 -0.51±0.03 -0.72±0.04 -0.22±0.01 -0.23±0.01 -0.60±0.04 -0.45±0.03 -0.35±0.02 -1.25±0.08 -0.33±0.02 -0.36±0.02 -0.86±0.05

PEMS07 -0.26±0.02 -0.29±0.02 -0.16±0.01 -0.38±0.02 -0.35±0.02 -0.31±0.02 -0.59±0.04 -0.59±0.04 -0.32±0.02 -0.41±0.03 -0.41±0.03 -0.26±0.02

METR-LA -0.10±0.01 -0.36±0.02 -0.03±0.00 -0.33±0.02 -0.83±0.05 -0.80±0.05 -1.05±0.06 -1.97±0.12 -2.30±0.14 -0.49±0.03 -1.05±0.06 -1.04±0.06

PEMSBAY -0.04±0.00 -0.06±0.00 -0.11±0.01 -0.10±0.01 -0.45±0.03 -0.23±0.01 -0.50±0.03 -1.14±0.07 -1.02±0.06 -0.21±0.01 -0.55±0.03 -0.45±0.03

state-of-the-art approaches. For traditional methods, LSTM achieves remarkable
improvements with MAE reductions of 3.05, 4.52, and 10.07 at 15-min, 30-min,
and 60-min horizons, respectively. The enhancement is particularly evident in
long-term predictions, where STGCN shows MAE reductions of 0.33, 1.93, and
4.90 across different horizons. Even sophisticated models like D2STGNN and
AGCRN benefit from our framework, with D2STGNN achieving consistent MAE
reductions of 0.70, 0.75, and 1.61, while AGCRN shows stable improvements with
an average MAE reduction of 1.02. These results validate the effectiveness of our
framework in enhancing STGNNs through node-level low-rank adaptations.

The results in Table 3 demonstrate our framework’s generalization capability
across diverse datasets. Using STGCN as an example, we observe substantial im-
provements on all datasets. On PEMS04, MAE reductions of 0.33, 1.45, and 4.94
are achieved for 15-min, 30-min, and 60-min horizons respectively, with an av-
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erage reduction of 2.24. PEMS08 shows even stronger improvements with MAE
reductions up to 7.63 for 60-min predictions. The effectiveness varies systemati-
cally across different prediction horizons, with longer-term predictions (60-min)
consistently exhibiting more significant improvements. On datasets with distinct
spatial structures (PEMS03, PEMS07, METR-LA, and PEMS-BAY), the frame-
work maintains robust performance gains. These improvements across datasets
with varying node counts confirm the framework’s versatile adaptability to dif-
ferent types of spatio-temporal data.

The superior performance can be attributed to two key aspects. First, our
node-adaptive approach provides a precisely calibrated parameter space for fine-
tuning predictions while maintaining computational efficiency through low-rank
matrix factorization. Second, the additional parameters from low-rank matri-
ces effectively capture complex spatio-temporal dependencies, including regional
characteristics, temporal dynamics, and node interactions, all achieved within a
compressed parameter space. This synergistic combination of adaptive capacity
and computational efficiency enables our framework to enhance various baseline
models consistently across diverse prediction scenarios.

4.4 Efficiency and scalability Studies (RQ3)

Time Efficiency. In Figure 4(a), we analyze the computational overhead when
integrating our framework with existing models. The results demonstrate that
ST-LoRA introduces minimal additional training time while delivering substan-
tial performance gains. With 16 NALLs and 4 MLRFs to enhance, the time in-
crease remains remarkably efficient, adding a mere 0.68 seconds for D2STGNN.
This efficiency stems from our low-rank adaptation strategy, which maintains
stable training times even with multiple node-specific predictors.

Framework Scalability. We evaluate parameter efficiency across six baseline
models using consistent node adaptive low-rank layer configurations. As shown
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Fig. 4: Efficiency study comparing time and parameter cost of ST-LoRA.
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Fig. 5: Parameter sensitivity analysis examining the impact of varying dimen-
sions, placements, and quantities of adaptive components on model performance.

in Figure 4(b), our approach achieves remarkable parameter efficiency, requiring
less than 1% additional trainable parameters for most models while delivering
4.2% to 7.3% improvements in average RMSE. Notably, the smallest LSTM
model maintains overhead below 2% while achieving an impressive 15% reduction
in Average RMSE. This demonstrates ST-LoRA’s ability to effectively capture
and adapt to node heterogeneity with minimal computational overhead.

4.5 Parameter Sensitivity Analysis (RQ4)

In our experiments, we fixed the number of layers at 4 and the node embed-
ding dimension at 12, which are the two most critical parameters. The node
embedding dimension represents the rank of the low-rank matrix required for
the additional parameters of the nodes, which tends to increase as more feature
information is included in the data. After stacking multiple layers of NALL, the
fine-tuning effect of these additional parameter spaces is amplified. It is impor-
tant to design these two hyper-parameters in a balanced way because a larger
parameter space does not necessarily mean it is easier to learn. We again use
the STGCN model and the PEMS04 dataset as an example to explore the re-
lationship between the size of this dataset as well as the two hyper-parameters
and the lifting effect, and the results are shown in Figure 5.

5 Conclusion

In this paper, we focus on the challenges of node-level heterogeneity and over-
parameterization in spatio-temporal modeling. We introduce ST-LoRA, a novel
framework featuring Node-Adaptive Low-rank Layers and Node-Specific Pre-
dictors that efficiently customize parameters while maintaining computational
efficiency. Our proposed approach enhances existing models by effectively cap-
turing heterogeneous features and distributional changes within independent
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nodes. The improvements demonstrate that efficient low-rank adaptation can
significantly enhance forecasting in domains with heterogeneous node behaviors.

6 Limitation and Future work

Despite the promising improvements brought by ST-LoRA, the development and
application of Low-rank adaptation techniques have so far been mostly concen-
trated within large models. When applied to specialized spatio-temporal models,
adapting our method often requires substantial manual intervention, which col-
lectively hinder the straightforward and scalable adoption of LoRA across het-
erogeneous spatio-temporal forecasting models. To overcome these limitations,
we plan to continuously update and maintain a comprehensive benchmark that
includes a wide variety of spatio-temporal models and datasets. Specifically, our
future work will focus on: 1) developing a unified framework that enables flexible
and automated adaptation of LoRA structures to different baseline models, sup-
porting multiple LoRA variants for systematic and reproducible comparison; and
2) conduct extensive experiments across diverse real-world spatio-temporal sce-
narios, thereby providing the research community with a fair and comprehensive
baseline for future studies.
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