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Abstract. Relational databases (RDBs) are widely regarded as the gold
standard for storing structured information. Consequently, predictive
tasks leveraging this data format hold significant application promise.
Recently, Relational Deep Learning (RDL) has emerged as a novel para-
digm wherein RDBs are conceptualized as graph structures, enabling
the application of various graph neural architectures to effectively ad-
dress these tasks. However, given its novelty, there is a lack of analysis
into the relationships between the performance of various RDL models
and the characteristics of the underlying RDBs.
In this study, we present ReDeLEx—a comprehensive exploration frame-
work for evaluating RDL models of varying complexity on the most di-
verse collection of over 70 RDBs, which we make available to the com-
munity. Benchmarked alongside key representatives of classic methods,
we confirm the generally superior performance of RDL while provid-
ing insights into the main factors shaping performance, including model
complexity, database sizes and their structural properties.

Keywords: Relational Deep Learning · Relational Databases · Graph
Neural Networks

1 Introduction

From their establishment [9], Relational Databases (RDBs) played a pivotal role
in transforming our society into the current information age. Data stored as
interconnected tables, safeguarded by integrity constraints, have proven to be
an effective method for managing domain information. Consequently, RDBs still
prevail today as a backbone of critical systems in a number of important domains
ranging from healthcare [41] to government [28].

Although ubiquitous in modern application stacks, the data format of RDBs
is deeply incompatible with classic Machine Learning (ML) workflows, which
assume data in the standard form of fixed-size i.i.d. feature vectors, forming
the common “tabular” learning format. Nevertheless, this assumption is clearly
violated with the relationships between the differently-sized RDB tables. To
address the discrepancy, the historically prevailing approach has been to turn
the relational into the tabular format by means of “propositionalization” [25],
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which is essentially a feature extraction routine where relational substructures
get aggregated from the relations into the attributes (features) of the tabular
format, upon which classical ML methods may then operate. Nevertheless, this
comes at the cost of information loss during this preprocessing step.

Recently, building on advances in graph representation learning [19], deep
learning models directly exploiting the relational structure of RDBs have started
to gain traction [13,44,43,32], establishing the field of Relational Deep Learning
(RDL) [15]. Following the “message-passing” principles of Graph Neural Networks
(GNN; [42]), RDL models treat the structure of an RDB as a heterogeneous
(temporal) graph, where individual table rows correspond to nodes, and edges
are formed through integrity constraints set by the primary and foreign keys.
Utilizing the graph representation then allows for the application of various
GNNs, and their various extensions, with adapted message-passing schemes.

The generality and spread of RDBs allow for a broad spectrum of domain
information to be stored, upon which a variety of predictive tasks can be for-
mulated, each with unique aspects and qualities. This presents a challenge for
establishing a broad enough benchmark to appropriately assess the general per-
formance of RDL. Currently, the most prominent effort in this area is the recently
proposed RelBench [33], which introduced the evaluation of RDL, albeit with
a very limited scope of simple models and just five accessible datasets. However,
the overarching domain of relational learning [14], currently ignored by the RDL
community, has a rich history of working with the relational data format [30,12],
including benchmarking of the propositionalization techniques [25]. Notably, this
includes the CTU Relational Learning Repository [29] that historically collected
more than 70 diverse RDBs.

Our aim in this paper is to provide a bridge between the communities of
traditional (logic-based) relational learning [14] and the contemporary RDL [33]
towards a more comprehensive evaluation of the diverse existing methods. To
that aim, we introduce ReDeLEx—an experimental framework for developing
and benchmarking diverse RDL architectures against classic methods over the
most comprehensive collection of tasks and datasets to date. The implementation
of the framework is readily available on GitHub.1

2 Background

In this paper, we experimentally explore learning from RDBs (Sec. 2.1) with
GNN-based models (Sec. 2.2) resulting in the RDL methodology (Sec. 2.3).

2.1 Relational Databases

Principles of RDBs are formally based on the relational model [10], which is
grounded in relational logic [16]. This abstraction enables the definition of any
database, regardless of specific software implementation, as a collection of n-
ary relations, which are defined over the domains of their respective attributes,
1 https://github.com/jakubpeleska/ReDeLEx

https://github.com/jakubpeleska/ReDeLEx
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managed by the Relational Database Management System (RDBMS) to ensure
data consistency with the integrity constraints of the database schema. The key
concepts to be used in this paper are as follows.

Relational Database A Relational Database (RDB) R is defined as a finite set
of relations R1, R2, . . . , Rn. An instance of an RDB R is implemented through a
RDBMS, enabling to perform Structured Query Language (SQL; [5]) operations,
rooted in relational algebra.

Relation (Table) Formally, an n-ary relation R/n is a subset of the Cartesian
product defined over the domains Di of its n attributes Ai as R/n ⊆ D1 ×D2 ×
· · ·×Dn, where Di = dom(Ai). Each relation R consists of a heading (signature)
R/n, formed by the set of its attributes, and a body, formed by the values of the
respective attributes, commonly represented as a table TR of the relation R.

Attribute (Column) Attributes AR = {A1, . . . , An} define the terms of a
relation R/n, corresponding to the columns of the respective table TR. Each
attribute is a pair of the attribute’s name and a type, constraining the domain
of each attribute as dom(Ai) ⊆ type(Di). An attribute value ai is then a specific
valid value from the respective domain of the attribute Ai.

Tuple (Row) An n−tuple in a relation R/n is a tuple of attribute values
ti = (a1, a2, . . . , an), where aj represents the value of the attribute Aj in R.
The relation can thus be defined extensionally by the unordered set of its tuples:
R = {t1, t2, . . . , tm}, corresponding to the rows of the table TR.

Integrity constraints In addition to the domain constraints dom(Ai), the most
important integrity constraints are the primary and foreign keys. A primary key
PK of a relation R is a minimal subset of its attributes R[PK] ⊆ AR that
uniquely identifies each tuple: ∀t1, t2 ∈ R : (t1[PK] = t2[PK]) ⇒ (t1 = t2).
A foreign key FKR2 in relation R1 then refers to the primary key PK of another
relation R2 as ∀t ∈ R1 : t[FK] ∈ {t′[PK] | t′ ∈ R2} . This constitutes the inter-
relations in the database, with the RDBMS handling the referential integrity of
TR1

[FK] ⊆ TR2
[PK].

2.2 Graph Neural Networks

Graph Neural Networks constitute a comprehensive class of neural models de-
signed to process graph-structured data through the concept of (differentiable)
message-passing [42]. Given an input graph G = (V, E), with a set of nodes V
and edges E , let h(l)v ∈ Rd(l)

be the vector representation (embedding) of node
v at layer l. The general concept of GNNs can then be defined through the
following sequence of three functions:
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(i) Message function M (l) : Rd(l) × Rd(l) → Rd(l)
m computes messages for each

edge (u, v) ∈ E as m(l)
u→v =M (l)(h

(l)
u , h

(l)
v ) .

(ii) Aggregation function A(l) : {Rd(l)
m } → Rd(l)

m aggregates the messages for each
v ∈ V as M (l)

v = A(l)
(
{m(l)

u→v | (u, v) ∈ E}
)
.

(iii) Update function U (l) : Rd(l) ×Rd(l)
m → Rd(l+1)

updates representation of each
v ∈ V as h(l+1)

v = U (l)(h
(l)
v ,M

(l)
v ) .

The specific choice of message, aggregation, and update functions varies
across specific GNN models, which are typically structured with a predefined
number L of such layers, enabling the message-passing to propagate information
across L-neighborhoods within the graph(s).

2.3 Relational Deep Learning

In this paper, we adopt the concept of RDL as extending mainstream deep learn-
ing models, particularly the GNNs (Sec. 2.2), for application to RDBs (Sec. 2.1).
For completeness, in the relational learning community [12], a number of similar
approaches combining relational (logic-based) and deep learning methods arose
under a similar name of “deep relational learning” [35]. Nevertheless, for compat-
ibility with the recently introduced frameworks [15], we hereby continue with the
contemporary RDL view, where RDBs are first transformed into a graph-based
representation suitable for the GNN-based learning.

Database Representation The fundamental characteristic of RDL [15] is to
represent an RDB as a heterogeneous graph.2 The graph representation can be
defined as G = (V, E , T v, T e), where V is the set of nodes, E is the set of edges,
T v is a set of node types with a mapping ϕ : V → T v, and T e is a set of edge
types with a mapping ψ : E → T e. The node types and edge types collectively
form the graph schema (T v, T e).

Given an RDB schema R, the node types T ∈ T v correspond to the relations
(tables) T within the database T v 1:1→ R, while the edge types T e represent the
undirected inter-relations between the tables, as defined by the primary-foreign
key pairs: T e = {(Ri, Rj) | Ri[FKRj

] ⊆ Rj [PK] ∨ Rj [FKRi
] ⊆ Ri[PK]}. For

a specific instance of an RDB R, the set of nodes V is then defined as the union
of all tuples (rows) ti from each relation V = {vi,j | Ri ∈ R, tj ∈ Ri}, and the
set of edges E is defined as E = {(vi,k, vj,l)| tk ∈ Ri, tl ∈ Rj , (Ri, Rj) ∈ T e}.

The graph representation is further enriched by node embedding matrices,
attribute schema, and optionally a time mapping. Node embedding matrix h(l)v ∈
Rd×dϕ(v) contains the embedding representation of a node v ∈ V in a given
layer l. With an attribute schema AT that provides information about the types
of attributes A1, . . . , An associated with the nodes v of a specific node type
T ∈ T v, the initial embedding tensors h(0)v ∈ Rd(0)×n are computed from the
2 sometimes referred to as the “relational entity graph”
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raw database attribute tuples ti = (a1, a2, . . . , an) through multi-modal attribute
encoders [15]. Finally, the time mapping is a function τ that assigns a timestamp
tv to each node τ : v 7→ tv, effectively creating a dynamically growing graph in
time, enabling the use of temporal graph sampling [34].

Predictive Tasks In RDL, predictive tasks are implemented through the cre-
ation of dedicated training tables Tt that extend the existing relational schema
of R. As introduced in [15], a training table Tt contains two essential compo-
nents: foreign keys Tt[FK] that identify the entities of interest and target labels
y ∈ ATt

\ Tt[FK]. Additionally, timestamps tv ∈ ATt
that define temporal

boundaries for the prediction of y can also be included.
The training table methodology supports a diverse range of predictive tasks,

including node-level predictions (e.g., customer churn, product sales), link pre-
dictions between entities (e.g., user-product interactions), and, crucially, both
temporal and static predictions. In the case of temporal predictions, a times-
tamp attribute tv in the training table Tt specifies when the prediction is to
be made, restricting the model to only consider information available up to the
point tv in time.

Neural Architecture Space Building upon the heterogeneous graph repre-
sentation G, RDL models generally consist of the following four major stages.

1. Table-level attribute encoder creates the initial node embedding ma-
trices h(0)v ∈ Rd(0)×n, i.e. sequences of n embedding vectors Rd

(0)

ϕ(v) for each
attribute A1, . . . , An of ϕ(v) based on its respective semantic data type.

2. Table-level tabular model allows to employ existing tabular learning
models [6,21] to yield more sophisticated node embeddings h(l)v . Notably,
in this stage, an RDL model may reduce the dimensionality of the node at-
tribute matrix embedding h(l)v ∈ Rd(l)×n to a vector embedding h(l)v ∈ Rd

(l)

ϕ(v) .
3. Graph neural model then depends on the chosen embedding dimensional-

ity of h(l)v . If there is a single embedding vector h(l)v ∈ Rd
(l)

ϕ(v) per each node,
the model can employ standard GNN (Sec. 2.2) heterogeneous message-
passing [38,4], otherwise a custom message-passing scheme [32] is required.

4. Task-specific model head finally provides transformation of the resulting
node embeddings into prediction, usually involving simple MLP layers.

3 The ReDeLEx Framework

The Relational Deep Learning Exploration (ReDeLEx) framework, which we in-
troduce in this paper, offers a comprehensive environment for evaluating various
RDL architectures over diverse RDB datasets.
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Fig. 1: ReDeLEx end-to-end workflow for RDL.

3.1 Workflow Components

The ReDeLEx workflow, depicted in Fig. 1, consists of modular blocks that en-
able systematic exploration of the neural architecture and database configuration
space, significantly extending the current scope [33] of RDL experimentation.

Database Connectivity In contrast to [33], the framework provides a stan-
dardized interface for connecting directly to an RDB [2], supporting various di-
alects of RDBMS. Notably, this enables a truly end-to-end deep learning pipeline,
connecting to a possibly remote RDBMS, hosting the target RDB.

Attribute Schema Attribute schema creation, which is a crucial yet overlooked
step in RDL, mediates information regarding the attribute types AT within
the specific node type T ∈ T v based on the original table attributes A ∈ AT .
ReDeLEx automatically generates the attribute schema based on the SQL types
and data from the RDBMS. Note that assessing a semantic type dom(Ai) is not
straightforward since, e.g., a SQL VARCHAR attribute Ai often stores categorical,
textual, as well as temporal values ai. To disambiguate such cases, we employ in-
built heuristics utilizing the SQL types, names of the attributes, ratio of unique
values, and patterns in the data to facilitate proper attribute embedding.
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Predictive Tasks The existing benchmark [33] provides support solely for
tasks with a training table Tt generated from historical data through an SQL
query. While useful, without any changes to the underlying database, this setting
renders many RDB prediction tasks infeasible. ReDeLEx addresses this problem
by adding support for tasks that require more substantial modifications of the
original database. Tasks leveraging this functionality then not only generate a
new table Tt but a whole modified instance R′ of the original database R.

For example, assume the most common case where the database R already
contains the target attribute AT , used for some node-level prediction task. In
such a case the table Tt containing the target needs to be split into two tables
Tt1 , Tt2 where Tt1 contains all original data except the target attribute AT and
is part of the newly modified database R′, and Tt2 contains a duplicate of the
primary key Tt[PK], now used as a foreign key to the original table Tt, and the
target attribute AT . This table Tt2 is then used as the new training table T ′

t .
Importantly, this scheme can be applied to generate tasks for unsupervised

pretraining. Pretraining tasks can be created by choosing any table T ∈ R in
the database and duplicating it as T ′. The unchanged duplicate T ′ can then
be used as a training table Tt, while the values of cells in the original table
T are randomly removed (masked out). The task is then to reconstruct any
missing values in the classical tabular learning fashion [1], opening possibilities
for sophisticated pretraining methods [36].

3.2 RDL-Suitable Databases and Tasks

Due to the generality of the relational model, RDBs often contain data with
vastly diverse structural characteristics that, in some cases, do not properly
exploit the relational model (Sec. 2.1). Likewise, not all of the 70+ available
RDBs [29] are actually suitable for the relational learning models. In this sec-
tion, we examine RDB characteristics in the context of RDL to identify suitable
databases to be used in the experiments (Sec. 4).

Database Characteristics To assess their overall characteristics, ReDeLEx
associates each database task with various features pertinent to different parts
if the training workflow (Fig. 1), which can be split into the below categories.

1. Database features provide high-level view of the data, including a domain
(e.g. medicine, government, sport), whether the database is artificial or not,
number of tables inside the database, number of foreign keys, number of
factual (non-key) columns, number of columns with a specific variable type
(e.g. numerical, categorical, time), total number of rows and total number
of primary-foreign key pairs.

2. Schema features describe high-level structural aspects of the data. This
includes the multiplicity of the relationships between the tables (one-to-one,
one-to-many, many-to-many), features of the undirected graph induced by
the primary-foreign key pairs (e.g. graph diameter,3 or cycle detection).

3 Graph diameter is the maximum length of all the shortest paths between the nodes.
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3. Task features provide a similar type of information as the database features
that are specific to the task and its target entity tables. This includes whether
the task is temporal or static, number of training samples, multiplicity of
relationships of the target entity table, etc.

4. Graph features inform about the properties of the transformed heteroge-
neous graph including, e.g., average eccentricity4 of nodes or graph density.

Tabular Data A salient feature of RDBs are the inter-relations between the
tables (Sec. 2.1). As such, it is obvious that RDBs that contain a single table, or
multiple tables without any primary-foreign key pairs, will not benefit from the
use of RDL. Furthermore, databases consisting of multiple tables linked solely
by one-to-one relationships fall under the same category, as they allow for a
complete join of the whole RDB into a single table. Importantly, as all values of
foreign keys are unique (with the exception of missing values), all the resulting
rows remain independent of each other, turning the RDL setting into standard
tabular learning (see App. Tab. 4 for a list of such databases).

Graph Data On the other hand, RDBs are also characterized by building on the
tabular representation, where an arbitrary number of attributes can be connected
by a single relation. This is in contrast to the graph data which correspond to
binary relational structures. Consequently, natively graph-structured data, such
as molecules or family trees, although possible to be stored in an RDB, also do
not fully exploit the relational model. In such cases, the RDL paradigm reduces to
the simpler GNN setting [19], introducing an unnecessary complexity otherwise.
More generally, RDL models for tasks on RDBs with a low number of non-key
attributes (see Sec. 4.3) may suffer from information sparsity (see App. Table 5
for databases with the stated characteristics.)

4 Experiments

The aim of the experiments presented in this section is to demonstrate Re-
DeLEx in exploring the following selected RDL research questions:

Q1: How do RDL methods perform in comparison to the traditional methods
over diverse benchmarking tasks (Sec. 4.1)?

Q2: Is it possible to apply tabular learning to a non-trivial RDB task while
achieving results comparable to the RDL methods (Sec. 4.2)?

Q3: What are some of the essential RDB characteristics that contribute to a
successful application of a given learning model (Sec. 4.3)?

4 The eccentricity of a node is the maximum distance from the node to all other nodes.
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Databases To establish a comprehensive yet manageable list from the overall
70+ available RDBs [29] for the RDL experimentation, we separated databases
that exhibit the tabular (Sec. 3.2) or graph-like (Sec. 3.2) characteristics, or are
artificially5 created (see App. Table 6 for the most suitable databases).

RDL Models ReDeLEx is designed to accommodate development of highly
diverse RDL architectures. For comprehensibility of the experiments, we present
three models of gradually increasing complexity, selected from recent works. All
the models fit into the outlined neural architecture space (Sec. 2.3), while utiliz-
ing the same attribute encoders for the numerical, categorical, multi-categorical,
textual, and temporal values.

1. GraphSAGE with Linear Transformation is the simplest of the RDL
models, applying a linear transformation on top of a concatenation of the
attribute a1, . . . , an embeddings h(0)v ∈ Rn·d(0)

to yield a single embedding
vector h(1)v =Wh

(0)
v for each node v. The projected node embeddings h(1) ∈

Rdϕ(v) then form input into the GraphSAGE [18] model, forming the GNN
stage. Finally, a task specific model head is applied.

2. GraphSAGE with Tabular ResNet is similar to the previous, with the
tabular-level stage reducing the node embedding dimensionality, however,
the operation is performed through a more sophisticated tabular ResNet
model [17]. Notably, this model was previously used in [33], allowing to
directly align results between the RelBench and ReDeLEx benchmarks.

3. DBFormer is an implementation of the Transformer-based RDL model
from [32]. In constrast to the previous,6 the model retains the original node
embedding dimensionality h(l)v ∈ Rn×d(l)

while exploiting the attention mech-
anism [37] for learning interactions between both the attributes and tuples
through a custom message-passing scheme.

Classical Models In addition to the selected RDL models, we include key
representatives from related ML domains, including Gradient Boosted Deci-
sion Trees (GBDT; [31]), Deep Tabular Learning (DTL; [3]) and Proposition-
alization (Prop.; [24]). Particularly, we compare against the LightGBM [22]—
representative of GBDT; the getML’s [11] FastProp feature generator combined
with XGBoost [8]—representative of propositionalization; and the standalone
tabular ResNet [17]—representative of deep tabular learning. Importantly, the
LightGBM and the ResNet have access only to data from the task’s target table,
as these models fall into the tabular learning category. In contrast, the proposi-
tionalization method of FastProp with XGBoost exploits the full RDB structure.

5 with a single exception of the tpcd database
6 The key difference can be viewed analogously to the “fusion” and “cooperation” in

multi-modal learning [20,27], considering the attributes as modalities. While the first
two models fuse the representations of the discrete attributes at the beginning, the
DBFormer allows for cooperation of the attributes through the GNN stage.
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GBDT Prop. Tab. DL RDL

Model LightGBM GetML Tabular Linear ResNet
DBFormerXGBoost ResNet SAGE SAGE

Database Task val test val test val test val test val test val test
Binary Classification

ergastf1 orig. .579 .605 .086 .081 .543 .590 .910 .904 .913 .907 .914 .910
expend. orig. .852 .856 .295 .294 .846 .847 .920 .918 .918 .915 .894 .892
geneea orig. .994 .993 .317 .258 .990 .983 .985 .976 .986 .981 .996 .995

temp. .997 .990 .438 .455 .989 .982 .984 .971 .989 .973 .998 .991
hepatitis orig. .666 .626 .044 .055 .716 .634 1.0 .997 1.0 1.0 1.0 .996
imdb orig. .986 .986 .451 .454 .985 .985 .993 .993 .993 .993 .993 .993
mondial orig. .500 .500 NaN NaN .500 .542 .987 .988 1.0 .921 .987 .932
movielens orig. .583 .611 .223 .211 .563 .609 .790 .798 .801 .809 .778 .813
musk L orig. .500 .500 .381 .240 .643 .700 .905 .587 .937 .547 .984 .720
musk S orig. .500 .500 .200 .222 .625 .583 .867 .889 .933 .889 .800 .759
mutagen. orig. .917 .821 .095 .024 .917 .940 .952 .806 .964 .798 .960 .762
ncaa orig. .687 .426 .335 .212 .692 .559 .848 .759 .897 .801 .826 .720
stud.loan orig. .500 .500 .272 .247 .506 .532 1.0 1.0 1.0 1.0 1.0 1.0
amazon ichurn .738 .740 NaN NaN .653 .654 .823 .826 .823 .827 .818 .821

uchurn .579 .579 NaN NaN .526 .531 .707 .707 .707 .707 .703 .704
avito clicks .565 .539 NaN NaN .540 .541 .653 .635 .654 .672 .654 .649

visits .536 .528 NaN NaN .520 .516 .702 .662 .702 .665 .699 .660
f1 dnf .684 .685 .324 .230 .683 .708 .723 .757 .744 .740 .733 .759

top3 .729 .728 .300 .158 .661 .733 .792 .844 .714 .832 .766 .835
stack badge .785 .761 .083 .097 .689 .676 .901 .890 .901 .891 .897 .885

engm. .842 .832 .070 .071 .788 .782 .902 .906 .903 .907 .902 .903
trial sout .676 .711 .032 .034 .624 .664 .662 .702 .655 .692 .645 .675

Multiclass Classification
accidents orig. .379 .370 .506 .505 .363 .359 1.0 1.0 1.0 1.0 1.0 1.0

temp. .186 .170 .325 .336 .204 .187 .819 .583 .805 .566 .825 .727
craftbeer orig. .411 .266 .003 .017 .505 .231 .381 .255 .488 .329 .513 .356
dallas orig. .594 .581 NaN NaN .585 .572 .547 .499 .561 .473 .688 .511

temp. .570 .584 .288 .512 .680 .247 .589 .393 .615 .424 .580 .513
diabetes orig. .190 .190 .402 .383 .190 .190 .878 .870 .892 .883 .890 .875
financial orig. .461 .458 .899 .658 .698 .470 .586 .490 .738 .729 .644 .539

temp. .495 .492 .636 .632 .456 .449 .495 .492 .538 .340 .553 .256
genes orig. .060 .060 .066 .100 .060 .060 1.0 .898 1.0 1.0 1.0 .927
hockey orig. .707 .721 .395 .404 .707 .703 .714 .728 .714 .724 .713 .740
legalacts orig. .933 .924 .320 .316 .837 .824 .834 .822 .837 .825 .831 .821

temp. .870 .851 .226 .220 .788 .688 .791 .721 .786 .698 .784 .703
premiere- orig. .380 .411 .641 .601 .589 .362 .659 .400 .593 .332 .571 .352
league temp. .317 .222 .647 .639 .615 .370 .650 .384 .619 .390 .556 .407
tpcd orig. .191 .182 NaN NaN .191 .185 .733 .732 .546 .545 .722 .728
webkp orig. .139 .130 .350 .366 .139 .130 .315 .193 .295 .212 .355 .282

Avg. Rank 3.88 4.91 4.38 2.67 2.51 2.47
2.43 3.28 2.8 1.36

Table 1: Overall results from the classification tasks, presenting AUC ROC values
for the binary classification, and macro f1 score for the multiclass classification,
respectively (higher is better). Static (non-temporal) tasks are tagged as “orig.”
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4.1 Benchmarking tasks

We present comprehensive results over two types of node-level tasks—binary
classification and multiclass classification. The tasks can be further differenti-
ated by the origin of the target labels and usage of temporal values. Tasks per-
formed on datasets from the RelBench collection use generated target table
attributes, while tasks on datasets from the CTU Relational use existing target
table attributes. Additionally, tasks from the CTU Relational can be both static
and temporal, while tasks from the RelBench collection are always temporal.
Static and temporal tasks differentiate based on the constrains forced upon the
sampling algorithm while generating a sub-subgraph used for training the model,
and by the method of splitting the dataset between the training, validation and
test data. Static tasks use neighborhood sampling [18] constrained only by the
maximum number of neighbors, and data splitting is carried out at random w.r.t.
a given ratio (e.g. 70:15:15). In contrast, temporal tasks extend the neighbor-
hood sampling by incorporating temporal constraints, assuming only directed
edges from nodes with an older timestamp and, similarly, the splits are carried
out w.r.t. the timestamps where all training entities must precede validation and
testing data, respectively (see App. A for the full experimental setup).

The results on classification tasks shown in Table 1 demonstrate a strong
performance of the RDL models (Sec. 4) over the classical models (Sec. 4) on
majority of the datasets. Specifically, the ResNet SAGE performs very well on
binary classification tasks, especially on tasks with a training table generated
from historical data. The higher complexity of the DBFormer somewhat sur-
prisingly seems to lead to higher robustness as the model slightly outperforms
the ResNet SAGE in the average rank. Nevertheless, in a couple of cases, the
simplest Linear SAGE model matches or even outperforms the score of both
the models. Notably, on the hepatits, mondial, student loan, accidents,
and genes datasets, all the RDL models present near-perfect predictions while
the classical models show an order of magnitude worse score, highlighting the
contribution of the RDL representation.

4.2 Tabular Learning

In this scenario, we compare results of the Tabular Learning (TL) models from
the previous section to ones trained on new tables formed by join operations
over the RDBs (Sec. 3.2). Particularly, we evaluate the TL models on tables
generated by joins over both one-to-one and many-to-one relationships of the
target table.7 Additionally, we include evaluation of RDL models with exactly
2 layers in the graph neural stage, which is conceptually equivalent to the join
operation. Finally, we include the overall best RDL models to put the results
into context. Note that the previous Table 1 demonstrated that the TL methods
perform significantly worse on an absolute majority of tasks. In this experiment,
we aim to assess whether a simple RDB transformation could actually change

7 This is similar to a recent RelGNN method [7], albeit limited to the target table.
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Model LightGBM ResNet Tabular RDL
Base Joined Base Joined 2 layers Best

Database Task val test val test val test val test val test val test
Binary Classification

ergastf1 orig. .579 .605 .919 .904 .543 .590 .899 .892 .909 .905 .910 .904
hepatitis orig. .666 .626 .940 .913 .716 .634 .718 .632 1.0 1.0 1.0 1.0
mondial orig. .500 .500 1.0 .815 .500 .542 1.0 .898 .988 .944 .988 .944
movielens orig. .583 .611 .574 .622 .563 .609 .563 .609 .688 .691 .784 .796
ncaa orig. .687 .426 .797 .776 .692 .559 .819 .741 .801 .728 .861 .764
studentloan orig. .500 .500 1.0 1.0 .506 .532 1.0 1.0 1.0 1.0 1.0 1.0
amazon uchurn .579 .579 .577 .577 .526 .531 .526 .531 .705 .705 .706 .707
avito clicks .565 .539 .564 .556 .540 .541 .540 .541 .647 .658 .653 .649

visits .536 .528 .536 .532 .520 .516 .520 .516 .690 .656 .702 .664
stack badge .785 .761 .783 .759 .689 .676 .689 .676 .898 .887 .901 .891

Multiclass Classification
accidents orig. .379 .370 .377 .372 .363 .359 .366 .365 1.0 1.0 1.0 1.0

temp. .186 .170 .177 .163 .204 .187 .198 .178 .790 .579 .798 .582
craftbeer orig. .411 .266 .488 .245 .505 .231 .505 .231 .442 .301 .444 .311
diabetes orig. .190 .190 .190 .190 .190 .190 .190 .190 .885 .876 .885 .876
genes orig. .060 .060 .060 .060 .060 .060 .060 .060 .989 .922 1.0 .896
premiere- orig. .380 .411 .470 .416 .589 .362 .584 .325 .603 .371 .603 .371
league temp. .317 .222 .527 .485 .615 .370 .598 .399 .616 .431 .616 .431
tpcd orig. .191 .182 .846 .841 .191 .185 .676 .666 .579 .582 .579 .582
webkp orig. .139 .130 .139 .130 .139 .130 .139 .130 .265 .185 .308 .221

Table 2: Classification tasks over a subset of datasets formed by joining the target
table, showing AUC ROC values for binary classification, and macro f1 score for
multiclass classification, respectively (higher is better). Significant improvements
(more than 0.05 score) are shown in bold, while new best results are underlined.

the situation in some cases. Particularly, we select a subset of tasks from Table 1
where both the TL models showed at least 0.1 worse score than the best RDL
model. The results in Table 2 show that, indeed, on a number of datasets the TL
models register a significant improvement with results sometimes comparable to
the best of RDL. Notably, on the ncaa, premierleague and tpcd they even set
new best results. This experiment demonstrates existing weak spots in the new
RDL approach [15], suggesting that caution and thorough analysis are still in
order before deploying RDL on an RDB task.

4.3 Essential Characteristics

The overarching aim of ReDeLEx is to assess common characteristics of RDBs
and tasks in the context of a used learning approach. While a fully comprehen-
sive assessment is out of scope of this short paper, in Table 3 we summarize
characteristics of the databases against the respective performances of the vari-
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Feature Base RDL Propositional. Tabular Learning
Med. Q1 Median Q3 Q1 Median Q3 Q1 Median Q3

#Tab. 6 3 7 8 3 4 8 3 4 13.5
#FK 6 2.25 6 12 2.5 5 8 3 4 14
#Factual 35 14 24 45 17 47 110 27 40 119
#Cat. 11 2.25 11 16 6 17 44 9 14 59
#Num. 6 2 4.5 13 4 6 12 2.5 3 9
#Text 6 2 6 10 1 2 3.5 3 14 20
#Time 2 0 2 7 0.5 3 5 1.5 3 5
#Rows 472k 96k 1.36M 5.59M 16.6k 81.8k 1.6M 32.1k 804k 2.54M
#Links 752k 182k 2.22M 7.98M 32.5k 82.6k 1.58M 45.6 851k 3.49M
Diameter 3 2 2.5 3 2 2 3 2 3 4.5
1-to-1 0 0 0 2 0 0 4 0 2 3
1-to-M 5 2 4.5 11 2.5 5 5 2.5 4 12.5
#Train 12k 2.22k 27.1k 1.15M 305 546 21.8k 1.96k 18.5k 348k
#T.Factual 5 1 3 6 2.5 5 5 4 10 15
#T.Cat 2 0 0 2 0.5 1 4 2 4 10
#T.Num 0 0 0 1 0 0 2 0 1 2
#T.Text 1 0 1 3 0 0 1.5 0 1 5.5
#T.Time 1 0 0 1 0 1 1 1 1 2
Eccentric. 10.6 7.13 15.3 19.5 3.3 9.7 15.8 3.39 10.6 17.4
Density 0.025 0.001 0.018 0.079 0.004 0.028 0.102 0.003 0.059 0.118

Table 3: Characteristics of databases and their tasks selected based on the best
performing model. Features are sorted into the categories described in Sec. 3.2.

ous model types. Following the analysis, RDL models generally tend to perform
well on datasets with a large number of training samples and links. Proposition-
alization achieves best results mostly on smaller datasets with a low number of
one-to-many relationships, yet with a large number of factual (non-key) columns.
This is in line with some previous studies [26], despite the remaining prevalence
of propositionalization methods in practice [11]. The TL methods then tend to
perform best when there is a higher number of factual columns in the target
table, which aligns with natural intuition. Moreover, these allow capturing more
diverse attribute types where, e.g., both LightGBM and deep TL models are
capable of utilizing textual attributes.

Related Work As outlined in the Introduction, the ReDeLEx framework
builds upon the CTU relational dataset collection [29] which it integrates with
the RelBench [33] interface to facilitate a wider scope of RDL [15] experimenta-
tion. As such, it is naturally related to recent works introducing new RDL mod-
els, which include [32,43,7]. Besides RDL, related work includes other dataset
and benchmarking frameworks that address some facets of learning from rela-
tional data, including [39,40]. The most salient feature of ReDeLEx, within the
context of related work, is the provided bridge between the traditional relational
learning methods [14] and the contemporary RDL [15].
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5 Conclusion

In this study, we introduced ReDeLEx—a framework for exploring and evalu-
ating Relational Deep Learning (RDL) models across diverse relational database
contexts. The framework enables benchmarking on more than 70 databases, facil-
itating new insights into the relationships between the RDL neural architecture
choices, traditional learning methods, and the underlying database character-
istics. Our results demonstrated that RDL approaches mostly outperform the
traditional methods. Nevertheless, a closer inspection revealed important cases
in which the performance of the competing tabular learning methods could be
easily improved to match or even surpass RDL, highlighting the interim im-
maturity of the field, and the need for further RDL exploration. Our general
exploration in this paper demonstrated that RDL performs well on databases
with complex relationships and large numbers of samples, while the traditional
methods may still remain a sensible choice for smaller and flatter datasets.

Ethical Considerations The performance of RDL models demonstrated in our re-
search could enable more sophisticated inference of personal information from intercon-
nected data sources. The framework’s flexibility could facilitate deployment in domains
with significant ethical implications, such as financial services, healthcare, and govern-
ment operations. We encourage researchers using ReDeLEx to carefully assess privacy
implications and implement appropriate anonymization techniques.
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A Experimental Setup

All deep learning models (including RDL) were trained for a minimum of 10
epochs with a total minimum of 1000 steps of Adam [23] optimizer with a learn-
ing rate of 0.001. Experiments on the RDL models were conducted with fixed
hyperparameters with two exceptions—the number of layers of the graph neural
model and the neighborhood graph sampling rate, which were searched for in
a grid hyperparameter optimization. The hyperparameters include batch size—
set to 512, message-passing aggregation function—set to summation, embedding
vectors dimension, which is the same for both row and attribute embedding
vectors—set to 64, neighborhood sampling rate—iterated over the values of 16,
32 and 64, and number of message-passing layers—a value in range of 1 to 4.

B Additional tables

Here we provide additional tables with descriptive information about the data-
bases available through ReDeLEx.

Database Domain #Tables #FK #Factual one-to-one many-to-one
atherosclerosis Med. 4 3 191 2 1
bupa Med. 9 8 16 7 1
cde Gov. 3 2 87 2 0
pima Med. 9 8 9 8 0
satellite Indstr. 34 34 67 34 0
voc Retail 8 7 89 6 1

Table 4: Tabular-like databases available through ReDeLEx.

Database Domain #Tables #FK #Factual one-to-one many-to-one
carcinogenesis Med. 6 13 4 2 11
cora Edu. 3 3 2 0 3
mesh Industry 29 33 37 24 9
pima Med. 9 8 9 8 0
toxicology Med. 4 5 3 0 5

Table 5: Graph-like databases available through ReDeLEx.
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Database Dom. #Tab. #FK #Fact. Diam. Cycle 1:1 1:N
CTU Relational Databases

accidents Gov. 3 3 38 1 ✓ 0 3
basketballmen Sport 9 9 187 5 ✓ 2 8
biodegradability Med. 5 5 6 3 ✓ 0 5
countries Geo. 3 2 63 2 ✗ 0 2
craftbeer Entmt. 2 1 8 1 ✗ 0 1
dallas Gov. 3 2 24 2 ✗ 0 2
diabetes Edu. 3 2 4 2 ✗ 0 2
ergastf1 Sport 13 19 82 3 ✓ 0 19
expenditures Retail 3 2 19 2 ✗ 0 2
financial Fin. 8 8 39 3 ✓ 6 5
fnhk Med. 3 2 21 2 ✗ 0 2
geneea Gov. 19 20 99 7 ✓ 8 16
genes Med. 3 3 11 2 ✓ 0 3
grants Edu. 12 11 30 4 ✗ 2 10
hepatitis Med. 7 6 16 4 ✗ 6 3
hockey Sport 19 27 273 4 ✓ 8 23
imdb Entmt. 7 6 12 5 ✗ 0 6
lahman Sport 25 31 319 6 ✓ 6 28
legalacts Gov. 4 4 24 3 ✓ 0 4
mondial Geo. 33 62 125 5 ✓ 12 55
movielens Entmt. 7 6 14 4 ✗ 0 6
musklarge Med. 2 1 167 1 ✗ 0 1
musksmall Med. 2 1 167 1 ✗ 0 1
mutagenesis Med. 3 3 9 2 ✓ 0 3
ncaa Sport 8 15 99 3 ✓ 0 15
premiereleague Sport 4 5 209 2 ✓ 0 5
restbase Retail 3 3 10 1 ✓ 2 2
seznam Retail 4 3 10 2 ✗ 0 3
sfscores Gov. 3 2 22 2 ✗ 0 2
stats Edu. 8 13 50 3 ✓ 2 12
studentloan Fin. 10 9 15 3 ✗ 12 3
tpcd Retail 8 8 48 4 ✓ 1 7
triazine Med. 2 1 13 1 ✗ 0 1
walmart Retail 4 3 27 3 ✗ 0 3
webkp Edu. 3 3 5 2 ✓ 0 3

RelBench Databases
amazon Retail 3 2 10 2 ✗ 0 2
avito Retail 8 11 23 2 ✓ 0 11
f1 Sport 9 13 45 3 ✓ 0 13
stack Edu. 7 12 33 3 ✓ 2 11
trial Med. 15 15 110 4 ✓ 4 13

Table 6: List of databases available for benchmarking in ReDeLEx.
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