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Abstract. Recommendation systems play a crucial role in our daily
lives by impacting user experience across various domains, including e-
commerce, job advertisements, entertainment, etc. Given the vital role of
such systems in our lives, practitioners must ensure they do not produce
unfair and imbalanced recommendations. Previous work addressing bias
in recommendations overlooked bias in certain item categories, poten-
tially leaving some biases unaddressed. Additionally, most previous work
on fair re-ranking focused on binary-sensitive attributes. In this paper, we
address these issues by proposing a fairness-aware re-ranking approach
that helps mitigate bias in different categories of items. This re-ranking
approach leverages existing biases to correct disparities in recommenda-
tions across various demographic groups. We show how our approach can
mitigate bias on multiple sensitive attributes, including gender, age, and
occupation. We experimented on three real-world datasets to evaluate
the effectiveness of our re-ranking scheme in mitigating bias in recom-
mendations. Our results show how this approach helps mitigate social
bias with little to no degradation in performance.

Keywords: Recommendation System · Fair re-ranking · Bias in Rec-
ommendations

1 Introduction

Recently, Recommendation Systems (RSs) have become an integral part of our
lives by providing personalized suggestions to us. They play an important role in
shaping our digital experience, contributing to our decisions for online purchases,
movie recommendations, music playlists, news feeds, and more. RS spares us the
trouble of sifting through vast amounts of data by curating customized and di-
verse content. Given their profound impact on our daily lives, it is essential to
ensure they provide fair recommendations and do not perpetuate harmful biases.
For instance, [58] highlights how top-ranked results for job roles favor one gender
over the other and systematically disadvantage minority groups. While signifi-
cant progress has been made in addressing fairness in recommendations [44,3,51],
it is still an ongoing topic of research with new studies emerging continuously.

AI models are vulnerable to picking up biases that exist in the dataset used
to train them [4,36,13,9,27]. For instance, [28] discusses how there is significant
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Fig. 1. Comparison of proportions of different movie genres for users of two genders in
the training data, plain recommendations, and fairness-aware recommendations. There
are disparities in the number of movies recommended to each gender for the four genres.
This graph is based on the NeuMF [20] model for the ML100K dataset [19].

bias in movie recommendations for male and female users, across genres like
romance and action. To mitigate such biases, researchers have used various fair-
ness constraints to design re-ranking algorithms [58,15,16,17]. While there has
been abundant work in the field of fair re-ranking in recommendations, existing
approaches are deficient in two key ways: (i) they primarily focus on single or
binary sensitive attributes and, (ii) they do not include the item categories when
designing their approaches, which plays a vital role in users’ end experience.

To illustrate the importance of mitigating bias on a granular scale by con-
sidering categories, we refer to Figure 1. In this figure, we present how the
proportions of movies from different genres vary for male and female users us-
ing the ML100K dataset across three stages: the training set, the top 20 plain
recommendations provided by the NeuMF model, and the top 20 recommenda-
tions after fair re-ranking. From this figure, we can derive and explain several
key insights: (i) The dataset used to train the model is not fair or neutral as
shown in plot a. Certain genders tend to exhibit inherent biases towards spe-
cific categories, which societal stereotypes can influence. (ii) During the training
process, the model can learn these biases and amplify them, intensifying their
impact on the final output. We choose to demonstrate this using one popular
recommendation model called NeuMF (plot b). The amplification of such bi-
ases by recommendation models is very common, as noted by [34,37]. While this
helps visualize the discrepancy in movie recommendations for different genders,
similar biases can exist in other domains, such as news recommendations, which
can have far more profound consequences if not addressed. A similar concern is
highlighted by [57], where YouTube recommender systems are found to facili-
tate pathways to extremist or radicalizing content. These kinds of content, when
exposed to users, especially young generations, may have negative impacts on
their well-being. (iii) The biases present in plots a and b, have similar trends of
being oppositely skewed. As such, male users are more biased towards action and
thrillers, while less towards romance and comedies. And female users are more
biased towards romance and comedies while less towards action and thrillers. We
take advantage of these opposing biases and use them as a corrective mechanism
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against social bias. After applying our fair category-aware re-ranking approach
the discrepancy in the categories of movies recommended to the different groups
of users decreases significantly as seen in plot c.

Ensuring the categories of items are considered when designing a re-ranking
scheme that also caters to multi-valued sensitive attributes is thus vital. This
kind of refined approach will ensure a balanced distribution of recommended
categories of items for different groups of users. In this paper, we introduce a
fairness-aware re-ranking scheme that allows us to produce fair recommendations
by considering users’ social attributes, accommodating both binary and multi-
valued attributes. This strategy builds on the concept of counterfactual fairness
by leveraging the bias in the training set to tackle/counteract social bias in
a category-aware setting. Essentially, we use the category preferences of users
with different sensitive attributes to adjust the recommendations, leveraging
the opposing biases to promote fairness. We evaluate the effectiveness of this
scheme on different recommendation algorithms (including traditional and deep
approaches), experimenting on three real-world datasets.

2 Related Work

2.1 Consumer-Side Fairness in Recommendation Systems

Fairness in recommendation systems is a multi-sided concept, which is cate-
gorized into (i) Provider-Fairness: fairness for providers or sellers in terms of
exposure; (ii) Consumer-Fairness: which focuses on the fairness of items be-
ing recommended to users from different protected classes and (iii) CP-Fairness
which considers both [6]. Our work focuses on C-Fairness, with our goal of sim-
ilar recommendations regardless of the user’s sensitive attributes. It has been
observed in prior research how recommendation systems are prone to bias influ-
enced by demographic factors like gender [11,42,39,12,8], age [42,12], occupation
[32,54], race [49] and more. To promote fairness for consumers, researchers have
proposed a variety of mitigation strategies that span across the pre-processing,
in-processing, and post-processing stages of the ML pipeline. For instance, [45]
shows how small additions of augmented data can substantially improve both
individual and group fairness in recommender systems. The authors in [52] pro-
pose a multi-task adversarial learning scheme that satisfies three different fairness
criteria, including group, individual, and counterfactual. Optimizing a fairness-
aware regularization term along with the main recommendation loss is also a
popular approach to mitigating bias in recommendations [53,2,5,28,56].

2.2 Fair Re-ranking

Re-ranking is a popular post-processing strategy to mitigate bias in recommen-
dations. This method focuses on rearranging the items recommended to users
for the top-k list by considering both recommendation quality and a fairness
constraint. For instance, [15] introduces a re-ranking approach that incorporates
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a fairness constraint to mitigate unfairness in explainable recommenders that
use knowledge graphs. The authors in [31] introduce a fairness-constrained re-
ranking method to ensure the utility disparity between different groups of users
are below a certain threshold ϵ, while the optimization maximizes preference
scores of items selected. Singh and Joachims [47] integrate common fairness con-
cepts like demographic parity, disparate impact, and disparate treatment into
their optimal ranking algorithm. The main idea behind the most relevant work
is optimizing fairness and utility jointly by using a hyper-parameter to control
the trade-off [51]. Although the current research community has not explored
fair re-ranking for multi-valued attributes as much, there are a few works we
wanted to highlight [50,38,55,22]. Unlike these, we are enforcing C-Fairness for
multi-valued attributes in a category aware-setting. Most existing fair ranking
schemes for recommendations focus on binary sensitive attributes and apply fair-
ness definitions using the intuition of Equalized odds and Demographic parity to
design their fairness constraint [31,47,40,2]. For demographic parity each sensi-
tive group (like male and female) should receive the same proportions of positive
predictions [18]. On the other hand, the concept of Equalized odds holds if the
system has similar true positive rates and false positive rates across two different
demographic groups [18]. In the current literature, these works would try to min-
imize the disparity between two groups of users or items based on popularity or
user-sensitive attributes with binary values (like binary gender: [male, female],
or age: [old, young]). While this approach is valuable in some way, it tends to
oversimplify the complexity of user identities that are multi-dimensional.

Additionally, most re-ranking schemes don’t consider the proportion of cat-
egories in the items recommended. Such schemes can fail to mitigate bias and
disparities that exist across different types of items (like genres for movies).
There are however some works that do consider different classes when designing
ranking schemes [16,48,24,17]. For instance, [16] introduces algorithms to re-rank
job candidates to achieve a desired distribution in the top results in regards to
users’ sensitive attributes like gender and age. The works by [24,17,16] aim for
provider-side fairness. Our work is very close to that of [48], which re-ranks
movies to ensure the recommendations align well with the historical interaction
of the users by using genre distributions of previously played movies. Although
this work is generating fair recommendations by ensuring users get recommen-
dations following the proportions of genres that they previously watched, our
work focuses on fairness in terms of users’ sensitive attributes.

3 Proposed Re-ranking Scheme

3.1 Notation

We present all metrics for fairness assessment using the mathematical notation
presented in Table 1.

We start with the two main distributions, both of which consider categories
of the items.
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Table 1. Notation Table

Notation Description
U and V The set of users and items, respectively.
vj A single item, where j indexes the items.
c An item category, such as Action, Sci-Fi, Romance, etc.
C The list of unique categories associated with all items.
C A category matrix where Cv,c = 1 if item v belongs to category c, and 0 otherwise.
Cv The list of categories associated with item v.
Vu The set of items the user u has interacted with in the past.
tv,u The timestamp of the interaction with item v by user u.
su Represents the value of a sensitive attribute (male, female, engineer, etc.) for user u.
S Represents a sensitive attribute like age, gender, occupation, etc.
scoreu,v The predicted score of item v by user u.

Definition 1 (Counterfactual Category Proportion (CCP)). Let o(c|su)
return the average proportion of category c for all users who have a sensitive
attribute that is not su, where U¬su = {w ∈ U | su ̸= sw}.

o(c|su) =
1

|U¬su |
∑

u∈U¬su

m(c|u) (1)

where

m(c|u) =
∑

v∈Vu
Cv,c

|Cv| · tv,u∑
v∈Vu tv,u

We use the timestamps of the interactions to apply more weight to inter-
actions that took place recently. We follow [40], where they also employed the
training set for their re-ranking algorithm.

Definition 2 (Recommended Category Proportion (RCP)). Let r(c|u)
be the category proportion for user u relative to the items they are being recom-
mended (represented by I) for category c.

r(c|u, I) =

∑|I|
j=1

Cvj,c

|Cvj
| ·

1
jγ∑|I|

j=1
1
jγ

(2)

Where we use γ ∈ [0, 1] to help us weigh the item category contribution according
to the rank (j) of the item in the recommended list I

3.2 Counterfactual Fairness

To design our category-aware fair re-ranking scheme, we use the concept of
counterfactual fairness [30] that is formally defined as:

P
(
ŶA←a(U) = y | X = x,A = a

)
= P

(
ŶA←a′(U) = y | X = x,A = a

)
Here, counterfactual fairness is achieved if the predicted outcome Ŷ for an in-
dividual u (with latent variable U and non-sensitive features X) is the same
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when intervening to externally set the user’s sensitive attribute from a to a′.
This concept avoids discrimination by making sure that sensitive attributes do
not influence the outcomes unfairly. Using this intuition, we extend it by not
only considering individual-level outcomes but also including a group-level dis-
tribution of historical interactions for a fairness reference point.

3.3 Proposed Fair Re-ranking Idea

When designing our re-ranking approach, we want to adjust the recommenda-
tions based on how users of different sensitive groups interact with items of
different categories. For this, we leverage the popularity of different categories
among users with different sensitive attributes from their historical interactions.
By doing so, we effectively simulate a counterfactual scenario, where we use cat-
egory preferences of users who do not share the same sensitive attributes. To
achieve this we want to ensure that the deviation between:

– the category distribution recommended to a user, where the proportion of a
single category is defined by r(c|u, I) (as shown in Equation 2) and

– the average category distribution of users who don’t share the same sensitive
attribute as this user, where the proportion of a single category is defined
by o(c|su) (as shown in Equation 1) is minimized.

Essentially, o(c|su) acts as a counterfactual baseline for us that helps counteract
the tendency of recommenders to reinforce existing biases from the data they
are trained on. This intuition will help align users’ recommendations and act as
a defying mechanism for historical bias.

To quantify the disparity between the two distributions, we will use KL di-
vergence. Using Kullback-Leibler (KL) divergence, in this case, has numerous
advantages, such as sensitivity to subtle differences in the two category distribu-
tions, alignment with counterfactual definition, where we capture the difference
in how recommended items differ when sensitive attributes are changed and ease
of interpretation. The equation below helps quantify the disparity between the
two distributions:

DKL(o||r(I)|u) =
∑
c∈C

o(c|su)log
o(c|su)
r̃(c|u, I)

(3)

where
r̃(c|u, I) = (1− α) · r(c|u, I) + α · o(c|su)

To avoid getting any value of r(c|u, I) = 0, we use r̃ where α is a really small
number between 0 and 1. Note that here, o and r(I) represent the distribution
of CCP and RCP across all categories for user u.

We use an adaptation of Maximum Marginal Relevance (MMR) [7] to deter-
mine the optimal set of items I∗, which can be formalized as:

I∗ = argmaxI⊆TopN,|I|=k(1− β) · rel(I, u)− β ·DKL(o, r(I), u) (4)
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where
rel(I, u) =

∑
v∈I

scoreu,v

We use a hyperparameter β ∈ [0, 1] to calibrate the trade-off between rele-
vance and fairness like some previous works, including [25,35,48]. This gives us
a combinatorial optimization problem that is NP-hard. Following the works by
[48,46], which demonstrated that the greedy optimization of an equation similar
to Equation 4 is equivalent to the greedy optimization of a surrogate submodular
function, we adopt a similar approach condensing our equation to:

I∗ = argmaxI⊆TopN,|I|=k(1− β) · rel(I, u) + β ·
∑
c

o(c|su)log
|I|∑
j=1

1

jγ
r̃(c|vj)

where r̃(c|vj) = (1 − α) · r(c|vj) + α · o(c|su), and represents the proportion of
category c in movie vj . The simplified submodular greedy optimization has an
optimal guarantee of 1− 1

e [41]. The algorithm for this optimization is presented
as Algorithm 1. Here we generate the top N items for each user (represented
by TopN) and then re-rank to find the top k items (where N ≥ k). Instead
of using o(c|su) directly, we add a small constant variation across all c values
(the impact of which can be considered negligible) to ensure non-zero entries.
Additionally, we normalize the relevance term and fairness term through the
min-max normalization scheme to ensure they are on the same scale.
We want to mention that although we aim to provide fair recommendations to
the users based on their sensitive attributes, we ensure this does not come at
the expense of personalization. For our fair scheme, the goal is still prioritizing
the preferences of users, but in a way that prevents the reinforcement of social
stereotypes.

4 Experimental Methodology

4.1 Datasets

We evaluate the effectiveness of our scheme on three publicly available datasets
from different domains as shown in Table 2. The datasets are all pre-processed to
remove items and users by k-core filtering, which is a common practice adopted
in prior research [1,28,10]. In our case, we use 5-core filtering. For the Yelp
dataset, we follow Kheya et al. [28] and condense the number of categories from
over 300 to 21.

4.2 Baselines

As suggested by [14], we evaluate our re-ranking scheme on several recommenda-
tion approaches, including traditional ones (Biased Matrix Factorization [29] and
Weighted Matrix Factorization [21,43]) and deep learning-based ones (Neural
Matrix Factorization [20] and Variational Auto Encoder Collaborative Filtering



8 Tahsin Alamgir Kheya(�), Mohamed Reda Bouadjenek, and Sunil Aryal

Algorithm 1 The Counterfactually Fair Re-ranking Optimization
Input: U , T opN, β, k, scores, S
Output: Matrix R of size |U| × k which contains fair top-k recommendation lists for
each user.
1: scores← train baseline model and store scores of candidate items.
2: R← empty matrix of size |U| × k
3: H(u)← store historical interactions of all users.
4: Compute o for all possible su values, following Equation 4 for chosen S
5: for all users u ∈ U do
6: for index = 0 to k-1 do
7: for all items i ∈ TopNu \R(u) do
8: Compute fairness-aware scores for i using:

(1− β) · rel(I, u) + β ·
∑
c

o(c|su) log
|R(u)∪i|∑

j=1

1

jγ
r̃(c|vj)

9: end for
10: Select the item i∗ with the highest fairness-aware score.
11: Add i∗ to R(u).
12: end for
13: end for
14: return R

Table 2. Details of the three datasets along with the sensitive attributes, where
G=Gender, A=Age, and O=Occupation. The number after each sensitive attribute
represents the number of classes for that sensitive attribute. For instance, G: 2 means
gender has two classes-[male, female]. Note: in our experiments, we use binary gender,
but our method can be applied to non-binary genders as well.

Name Interactions Users Items Sensitive Attribute Categories
ML-100K [19] 99,278 943 1,348 G: 2, A: 7, O: 21 18
ML-1M [19] 999,611 6,040 3,416 G: 2, A: 7 , O: 21 18
Yelp [37] 97,991 1,316 1,272 G: 2 21

[33]). For all the models, we choose the best one based on the HitRatio@20 and
NDCG@20 values after running them over multiple epochs for different combi-
nations of hyperparameters. We empirically discovered that for weighing ranked
items, using a gamma value of 0.1 works best in both reducing bias and min-
imizing performance degradation (refer to Figure 2). For the smaller datasets,
we use N as the total number of items in the dataset. For the 1M datatset, N
is chosen to be 1000, and TopNu for each user is the top 1,000 items for user u.

Bias For calculating bias, we extend two metrics introduced by [28], which take
into account the distribution of categories of items recommended. They were
originally used to quantify gender bias in recommendations. We extend them
and use them to find the sum of pair-wise differences between all user groups,
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Fig. 2. Impact of γ across different β values on NDCG and CC values for VAE-CF
model for ML100K.

as suggested by the authors, to quantify bias in multi-valued sensitive attribute
groups. The first metric calculates disparity in category distributions without
considering the rank, like so:

CC(c,U) = 1

|U|
∑
u∈U

1

|TopKu|
∑

v∈TopKu

Cv,c

|Cv|
(5)

The second metric scores items by discounting them based on the rank of the
items in the top k list. This equation is formalized as:

CDCG(c,U) = 1

|U|
∑
u∈U

1

|TopKu|

|TopKu|∑
j=1

Cvj,c

|Cvj
|

log(j + 1)
(6)

The sum of pairwise differences in CC and CDCG values are then summed
across all categories to represent the final bias values.

Performance To evaluate the performance of the models, we use HitRatio@k,
which measures the proportion of users who get at least one relevant item recom-
mended to them. Additionally, we use a ranking-based metric called NDCG@k
(Normalized Cumulative Gain) to measure the quality of the recommendations
by giving higher importance to relevant items appearing higher in the list. For
all our calculations, we use k = 20.

5 Results

We present the results of our experiments in Figure 3, Figure 5, Figure 4 and
Table 3.

5.1 Baseline Comparison

Out of all the models, NeuMF is more prone to capturing bias relating to sensitive
attributes of users. The underlying architecture of this model uses Generalized
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Table 3. Performance and bias values across all three datasets for sensitive attributes
Age (A), Gender (G), and Occupation (O).

ML100K
MF WMF

NDCG↑ HitRatio↑ CC↓ CDCG↓ NDCG↑ HitRatio↑ CC↓ CDCG↓
Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orignal Fair

A
0.0397

0.0423
0.3924

0.4210 0.1254 0.0297 0.0485 0.0107
0.0372

0.0490
0.3924

0.4708 0.2055 0.0302 0.0745 0.0109
G 0.0405 0.4019 0.1300 0.0624 0.0507 0.0166 0.0405 0.4210 0.1888 0.0409 0.0736 0.0131
O 0.0430 0.4231 0.1688 0.0335 0.0650 0.0121 0.0483 0.4719 0.2248 0.0331 0.0830 0.0112

VAE-CF NeuMF
NDCG↑ HitRatio↑ CC↓ CDCG↓ NDCG↑ HitRatio↑ CC↓ CDCG↓
Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orignal Fair

A
0.0688

0.0681
0.5387

0.5451 0.1591 0.0362 0.0601 0.0135 0.0688 0.5758 0.2450 0.0295 0.0877 0.0107
G 0.0682 0.5419 0.0516 0.0371 0.0214 0.0177 0.0708 0.0688 0.5440 0.5567 0.2275 0.0253 0.0850 0.0099
O 0.0678 0.5355 0.1542 0.0561 0.0574 0.0200 0.0717 0.5769 0.2402 0.0358 0.0878 0.0136

ML1M
MF WMF

NDCG↑ HitRatio↑ CC↓ CDCG↓ NDCG↑ HitRatio↑ CC↓ CDCG↓
Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orignal Fair

A
0.0363

0.0378
0.3474

0.3768 0.1392 0.0537 0.0509 0.0202 0.0465 0.4722 0.2228 0.0217 0.0802 0.0080
G 0.0377 0.3700 0.2016 0.0629 0.0708 0.0261 0.0428 0.0455 0.4394 0.4662 0.3643 0.0447 0.1334 0.0144
O 0.0376 0.3732 0.1286 0.0597 0.0476 0.0224 0.0464 0.4727 0.2374 0.0234 0.0867 0.0103

VAE-CF NeuMF
NDCG↑ HitRatio↑ CC↓ CDCG↓ NDCG↑ HitRatio↑ CC↓ CDCG↓
Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orignal Fair

A
0.0515

0.0510
0.4616

0.4985 0.2076 0.0330 0.0758 0.0149 0.0470 0.4778 0.2554 0.0219 0.0928 0.0081
G 0.0513 0.4884 0.2603 0.0667 0.0969 0.0309 0.0478 0.0451 0.4389 0.4684 0.4101 0.0593 0.1484 0.0159
O 0.0519 0.4959 0.1514 0.0677 0.0542 0.0274 0.0468 0.4828 0.2562 0.0148 0.0928 0.0068

Yelp
MF WMF

NDCG↑ HitRatio↑ CC↓ CDCG↓ NDCG↑ HitRatio↑ CC↓ CDCG↓
Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orignal Fair

G 0.0202 0.0203 0.2660 0.2690 0.0158 0.0202 0.0072 0.0062 0.0264 0.0258 0.3590 0.3389 0.0502 0.0247 0.0178 0.0088
VAE-CF NeuMF

NDCG↑ HitRatio↑ CC↓ CDCG↓ NDCG↑ HitRatio↑ CC CDCG
Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orig. Fair Orignal Fair

G 0.0900 0.0840 0.7196 0.6877 0.0670 0.0261 0.0235 0.0080 0.0897 0.0837 0.7310 0.6960 0.0617 0.0245 0.0222 0.0065

Matrix Factorization (GMF) and Multi-Layer Perceptrons (MLP), that captures
the relationships between users and the items they have interacted with. This
can cause the model to capture intricate details about user preferences, which
can reflect societal stereotypes [28]. VAE-CF uses probabilistic variational auto-
encoders to learn user-item interactions by encoding them in latent space. While
it is sensitive to capturing biases, as seen from Table 3, the effect is minimal
when compared to the MF-based models. Across all the models, the bias scores
are higher for the larger dataset, likely due to the fact that more interactions
help provide more opportunities for the model to capture the underlying biases.
For performance, the deep model performs better in almost all cases, which is
expected. Gender-related bias is more pronounced across all models. We believe
age and occupation, may have a more subtle impact on category preferences
when compared to gender. Since age and occupation have more classes than
gender, the bias is more spread out across these groups making the impact more
diluted. Imbalances in the interactions when considering just binary gender will
stand out more, making gender bias more evident.
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Fig. 3. Comparison of bias values (CC) before and after fair re-ranking for all the
models across all categories. This is only visualized for the ML100K dataset; however,
other datasets have similar trends. We plot CC scores because CC and CDCG are
correlated and exhibit similar patterns.

5.2 Impact of Fair-reranking

Bias There is significant bias reduction after applying our re-ranking scheme for
all models across the three sensitive attributes, as observed in Figure 3, Figure 4
and Table 3. From Figure 3, we can observe how most points are above the y=x
diagonal, verifying the reliable effectiveness of the re-ranking scheme in reducing
bias. The bias mitigation works best for the NeuMF model since there’s a no-
ticeable drop in both CC and CDCG values across all the datasets for all three
sensitive attributes. In Figure 4, the effectiveness of our re-ranking approach is
evident in plots c and e where the disparities in category distributions of recom-
mended movies are significantly reduced compared to the baseline models (plots
b and d). We also emphasize how our re-ranking approach achieves fairness
without compromising the preferences of users. For instance, both genders have
strong preferences for comedies as seen in plot a, but this is not reflected in the
recommendations from the VAE-CF model (plot d). However, in our fair model
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Fig. 4. Comparison of recommendations before and after fair re-ranking for two of the
best-performing models for the ML1M dataset across four stereotypical genres. We also
show the genre proportions of the training dataset.

(plot e), the proportion of comedy movies recommended is aligned with that
of the training set. The proportions for each category are calculated following
the CC formula. In the case of the training set we use the historical interac-
tions instead of the top-k recommendations. While, Figure 4, only shows results
for ML1M dataset, readers can refer to Figure 1, for ML100K dataset results.
We did not include visualizations of the Yelp dataset, since they follow similar
drops in bias values, like those of the other datasets. Our approach effectively
minimizes discrepancies in recommended restaurants of different categories like
Coffee,Tea & Desserts (which is more biased towards female users) and Travel
& Transportation (which is more biased towards male users).
In most cases, the performance metrics are observed to be increasing while the
bias is mitigated. Theoretically, as β increases, we would expect a decrease in
bias scores and NDCG value. After a certain value of β, we would expect the
bias scores to increase since the re-ranking algorithm would essentially allow
the bias from CCP distribution to dominate over the actual bias. This would,
in turn, start increasing the bias in the opposite direction (although we don’t
consider the direction of the bias because we use absolute values, we mention
it here for clarity in explaining the phenomenon). To observe the influence of β
on recommendation performance and bias, we run our re-ranking algorithm for
all models for β values from 0 to 0.8, with increments of 0.1. We don’t include
values above 0.8 since it doesn’t make sense to over-power the actual relevance
scores. As seen in Figure 5, there is a general decrease in bias values over the
first few values of β. For gender, the bias starts increasing after β is greater
than a certain value (different for different models). While this trend is more
prominent in the case of gender, it is also observed for age. Our intuition for a
profound bias increase in gender is that the CCP distribution we are employing
to fix the bias is stronger in the case of gender. So, while the distribution helps
us reduce bias, as β increases, the bias increases in the opposite direction. Again,
age and occupation have more classes, and the average bias from all of these is
too diluted to impact too strongly when we are using them to mitigate bias of
each user’s recommendations. For most models, a β value close to 0.4-0.6, seems
to work well for mitigating bias.
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Fig. 5. Impact of β for VAE-CF model. The other models follow similar trends.

Performance From Figure 5, we can observe a trend where the performance
increases slightly and then decreases. While the increase in performance seems
counterintuitive, this can be because the fairness term helps reduce overfitting.
One way to think about this, is how the fairness term is indirectly improving the
coverage of the recommendations, which in turn provides relevant items to the
users. Since our approach improves the exposure of items across categories, it
enhances user engagement. Additionally, the idea of improving fairness leading
to improvement in performance has been observed previously by [28,40,26,23].
While there are some instances where there is performance drop due to increased
fairness as observed in Table 3, the decline is kept to a minimum.

6 Conclusion

In this work, we recognize the underlying issues of the current re-ranking ap-
proaches to mitigate bias in recommendations. We introduce a re-ranking scheme
that reliably mitigates social bias for multi-valued user-sensitive attributes while
also using item categories to ensure fine-grained treatment. Our approach is a
simple yet powerful post-processing scheme to mitigate bias, which requires no
modification of the model’s internal parameters. We show, through extensive ex-
periments, on three real-world datasets from multiple domains, the effectiveness
of our re-ranking approach. The results show how our approach not only helps
reduce bias but also preserves the quality of the recommendations, with a negli-
gible drop in performance. We leverage the bias in the dataset to correct biased
recommendations. While this works well for currently used datasets since they
have historical bias, it may be less useful if future datasets evolve to be more
neutral and unbiased. But we believe a dataset without bias (unless explicitly
preprocessed to be fair) remains a distant possibility. While this work mainly
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focuses on consumers, it also implicitly accounts for the provider-side since we
include item categories. In the future, we want to explicitly address the provider
perspective (for instance, including item brands) to ensure a more holistic solu-
tion to social bias in recommendations. Additionally, we also intend to extend
our work to address intersectional fairness for the consumers (like female and
doctor).
Our code, along with the processed datasets, are available here: Re-ranking
Code1
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