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Abstract. Graph neural networks (GNNs) have achieved remarkable success in
various domains, yet they often struggle with domain adaptation due to significant
structural distribution shifts and insufficient exploration of transferable patterns.
One of the main reasons behind this is that traditional approaches do not treat
global and local patterns discriminatingly so that some local details in the graph
may be violated after multi-layer GNN. Our key insight is that domain shifts can
be better understood through spectral analysis, where low-frequency components
often encode domain-invariant global patterns, and high-frequency components
capture domain-specific local details. As such, we propose FracNet (Frequency
Aware Contrastive Graph Network) with two synergic modules to decompose
the original graph into high-frequency and low-frequency components and per-
form frequency-aware domain adaption. Moreover, the blurring boundary prob-
lem of domain adaptation is improved by integrating with a contrastive learning
framework. Besides the practical implication, we also provide rigorous theoreti-
cal proof to demonstrate the superiority of FracNet. Extensive experiments fur-
ther demonstrate significant improvements over state-of-the-art approaches.

Keywords: Graph Neural Networks · Domain Alignment · Frequency Aware.

1 Introduction

Graph-structured data has become increasingly ubiquitous across various domains, from
social networks to molecular structures [17,16,40]. The ability to effectively analyze
and understand these complex graph structures is crucial for numerous applications, in-
cluding drug discovery, protein structure analysis, and material science. Graph Neural
Networks (GNNs) have emerged as powerful tools for learning representations from
such structured data, demonstrating exceptional capabilities in capturing complex topo-
logical patterns [39,36,7,20]. While GNNs have achieved remarkable success in various
graph-related tasks, they typically require substantial amounts of labeled training data
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M0: Cycles: 10
Sizes: 3(1), 5(6), 6(3)

M1: Cycles: 3
Sizes: 6(2), 12(1)

M2: Cycles: 2
Sizes: 5(1), 6(1)

M3: Cycles: 1
Sizes: 3(1)

Fig. 1: Molecular topological structures of four compounds.
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Fig. 2: Molecular properties of four compounds.

to achieve optimal performance. However, in many real-world scenarios, particularly
in specialized domains such as drug discovery [8] and materials science [4], obtaining
labeled data can be expensive and time-consuming. This challenge has led to increas-
ing interest in domain adaptation techniques, which aim to transfer knowledge from
label-rich source domains to label-scarce target domains [5].

However, existing efforts treat the graph as a holistic entity without distinguishing
its properties in global and local patterns [22], which may lead to inaccurate perfor-
mance due to overlooking crucial local structural features. For example, consider rep-
resentative molecules from different domains of the Mutagenicity dataset, as shown in
Figure 2. While M0 contains multiple cyclic structures (10 cycles in total, including
6 five-membered rings and 3 six-membered rings), M1 exhibits fewer but larger cy-
cles (3 cycles, including 2 six-membered rings and 1 twelve-membered ring). These
structural differences are further emphasized by their hybridization states and bond an-
gles. M0 is rich in sp2 hybridized carbons forming planar geometries with 120° bond
angles, characteristic of aromatic rings with delocalized π-electrons. In contrast, M3
contains predominantly sp3 hybridized carbons with tetrahedral geometry and 109.5°
bond angles, forming more flexible single bonds. These distinct local structural motifs,
particularly the type and number of cyclic systems, significantly influence molecular
reactivity, electron distribution, and biological properties. Traditional GNNs, primarily
focusing on topological connectivity, often fail to effectively capture these critical local
geometric features that determine molecular behavior across different domains.

This observation naturally introduces our key insight: domain shifts in graph data
can be better understood and addressed through spectral analysis. When projecting
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graphs into the frequency domain, different structural patterns—such as the sp2-rich
aromatic systems in M0 versus the sp3-dominated structures in M3—manifest as dis-
tinct frequency components with varying degrees of transferability across domains.
Specifically, low-frequency components often correspond to groups of strongly con-
nected nodes with similar features, capturing global, potentially transferable patterns
like the basic carbon scaffolds common across domains. In contrast, high-frequency
components reflect rapid variations in node features between neighborhoods, often rep-
resenting domain-specific local details such as the specific ring sizes, hybridization
states, and bond angles that differentiate molecular domains. This frequency-domain
perspective provides a principled way to understand and address domain shifts in molec-
ular graph datasets.

Based on these observations, we propose FracNet, a new framework that combines
frequency decomposition with contrastive learning for better domain adaptation. Our
method first breaks down graph structures into high- and low-frequency parts, which
helps us understand different structural patterns in molecular graphs. The low-frequency
parts show us the overall structure that tends to be similar across different domains,
while the high-frequency parts capture detailed local features that might be domain-
specific. Given the decomposed components, we then improve the conventional Maxi-
mum Mean Discrepancy (MMD), a popularly used method for domain alignment, from
the following two perspectives: (1) mitigate the problem of blurring class boundaries
in binary classification tasks [6]; (2) extend it into the frequency domain, considering
multiple frequency components. To this end, we use contrastive learning [12] to main-
tain clear class separation while aligning domains to achieve the first enhancement. And
the second one is addressed by designing a new kernel to integrate the components of
all frequencies. This approach helps us achieve better transfer learning results, espe-
cially for molecular classification tasks. Our main contributions can be summarized as
follows:

– We introduce a new method that uses frequency decomposition to analyze molec-
ular structures. This approach helps us better understand and transfer knowledge
between different molecular domains by separating global patterns from local de-
tails. The method is especially useful for molecular property prediction tasks where
overall structure and local features both matter.

– We propose a novel combination of contrastive learning and MMD alignment that
helps solve the negative transfer problem in binary classification tasks. This com-
bination maintains clear class boundaries while aligning different domains, leading
to better classification results.

– We design a frequency-aware kernel that further enhances MMD-based domain
alignment by separating and aligning molecular features at different frequencies,
significantly outperforming traditional Gaussian kernels in capturing both global
structural similarities and local molecular patterns.

– Our results demonstrate that understanding molecular structures through frequency
decomposition and using contrastive learning can significantly improve domain
adaptation performance.
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2 Related Work

2.1 Domain Alignment

Domain alignment has emerged as a fundamental paradigm in transfer learning, par-
ticularly for scenarios with limited labeled data in the target domain [21,31]. Recent
advances have focused on developing more sophisticated alignment strategies to handle
complex domain shifts. [23] propose an adversarial framework with contrastive learn-
ing, while [28] present a unified framework that disentangles and aligns different as-
pects of the data distribution. In the context of structural data, [13] explore the synergy
between internal feature exploration and external domain alignment. However, these
methods typically rely on empirical objectives without rigorous theoretical guarantees
on the optimality of alignment. Our work addresses this limitation by establishing the-
oretical connections between contrastive learning and Maximum Mean Discrepancy
(MMD), providing provable bounds on alignment quality through frequency decompo-
sition.

2.2 Graph Spectral Processing

Graph spectral processing has revolutionized the analysis of graph-structured data by
leveraging frequency domain representations [2,14,37,15,38]. [3] introduce Specformer
by incorporating spectral graph processing with transformers, while [26] bridge the gap
between Weisfeiler-Leman algorithms and graph spectra. Recent work has focused on
enhancing spectral methods’ robustness, with [10] addressing heterophily through spec-
tral analysis. While these methods demonstrate the effectiveness of spectral processing,
they lack theoretical guarantees on the optimality of frequency decomposition in do-
main adaptation. Our framework addresses this limitation by proving that the proposed
spectral decomposition achieves tighter mutual information bounds, with explicit guar-
antees on both local and global structural alignment.

3 Methodology

To achieve the domain adaptation considering both global and local patterns, we pro-
pose FracNet, a theoretically grounded spectral contrastive framework. The core of
FracNet comprises two synergistic modules, a Spectral-guided Maximum Mutual Infor-
mation (SMMI) module and a Frequency-aware Maximum Mean Discrepancy (FMMD)
module, as illustrated in Figure 3. Specifically, SMMI leverages spectral decomposition
to disentangle graph signals into complementary frequency bands, enabling the model
to capture both global topological invariants in low-frequency components and fine-
grained structural variations in high-frequency components. FMMD proposed a new
kernel to implement domain alignment in the frequency domain. Moreover, as FMMD
is designed based on the most famous domain adaptation framework MMD, we inte-
grate a contrastive framework in SMMI to further contribute to improving the blurring
boundary problem of conventional MMD.
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Fig. 3: Framework overview of FracNet. The model decomposes source and target graphs into
high/low frequency components via Fourier Transform, followed by dual-stream processing with
SMMI for contrastive learning and FMMD for domain alignment.

3.1 Problem Formulation

Given a graph G = (V, E), where V is the set of nodes and E ⊆ V ×V denotes the set of
edges. For each graph, we denote its Laplacian matrix by L = D−A ∈ R|V|×|V|, where
D is the degree matrix and A is the adjacency matrix. In our problem, we have access
to a labeled source domain DS = {(Gs

i , y
s
i )}

ns

i=1 with ns samples and an unlabeled
target domain Dt = {Gt

j}
nt
j=1 with nt samples. Ds and Dt share the same label space

y = {1, 2} but with different distributions in the data space. Our objective is to train
the graph classification model on both Ds and Dt, and attain high accuracy on the test
dataset of the target domain.

3.2 Spectral-guided Maximum Mutual Information

Domain adaptation for graph-structured data faces unique challenges due to the com-
plex interplay between node features and topological structures. Traditional methods
often treat graphs as holistic entities, failing to capture the multi-scale nature of graph
signals. Graph spectral transforms [27] project node features onto the eigenbasis of the
graph Laplacian, where the eigenvectors reflect different patterns of node relationships:
low-frequency components correspond to strongly connected nodes with similar fea-
tures, while high-frequency components capture nodes with dissimilar features between
local neighborhoods. This decomposition enables us to analyze and align domain shifts
at different levels of node relationships. Although graph spectral transform has been
well studied for years, integrating the decomposed components to further contribute to
domain adaptation still remains challenging. To address this challenge, we propose a
novel Spectral-guided Maximum Mutual Information (SMMI) mechanism.
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Given source domain sample zs, target domain sample zt, and negative sample zn,
we decompose them into low-frequency and high-frequency components through graph
Fourier transform while preserving the original graph structure:

zs =

(
λlzs,l
λgzsg

)
, zt =

(
λlzt,l
λgztg

)
, zn =

(
λlzn,l
λgzng

)
, (1)

Where λl and λg are the weights for low-frequency and high-frequency components,
respectively. Note that zn is defined here since we mainly focus on binary classification
task and introduce a contrastive framework in the rest of this section. A For vectors zl =
(λlzi,l, λgzi,g)

T , where i ∈ {s, t, n}, zi,l and zi,g are orthogonal zTi zj = λ2
l z

T
i,lzj,l +

λ2
gz

T
i,gzj,g, j ∈ {s, t, n}.
Based on this decomposition, we design the following contrastive learning objective

to guarantee the discriminative representations for different frequencies:

L = − 1

|P |
∑

(zs,zt)∈P

(
ZT
s zt
τ

− log

( ∑
zn∈N

e
ZT
s zn
τ +

∑
zn∈N

e
ZT
t zt
τ

))
(2)

Where P is the set of positive pairs and τ is the temperature parameter. To better un-
derstand the behavior of this loss function, we introduce cosine similarity measures

cos(θi,j,l) =
zT
i,lzj,l

∥zi,l∥∥zj,l∥ , cos(θi,j,g) =
zT
i,gzj,g

∥zi,g∥∥z|j,g∥ , i, j ∈ {s, t, n}.
We assume that features are normalized, i.e., ∥zi,l∥ ≈ ∥zj,l∥ ≈ Kl, ∥zi,g∥ ≈

∥zj,g∥ ≈ Kg , and define λ̃2
l = λ2

l k
2
l , λ̃

2
g = λ2

gk
2
g . This normalization assumption is

both theoretically motivated and practically beneficial. From a theoretical perspective,
it ensures that the cosine similarities are well-defined and bounded. From a practical
standpoint, it stabilizes training and makes the learning process more robust to numer-
ical issues. Using these normalized features, we can rewrite our contrastive loss in a
more interpretable form:

Lcontrast ≈ −
1

|P |
∑

(zs,zt)∈P

(
λ̃2
l cos(θs,t,l) + λ̃2

g cos(θs,t,g)

τ

− log

( ∑
zn∈N

exp

(
λ̃2
l cos(θs,n,l) + λ̃2

g cos(θs,n,g)

τ

)
+
∑

zn∈N

exp

(
λ̃2
l cos(θt,n,l) + λ̃2

g cos(θt,n,g)

τ

)))
(3)

To analyze this loss function rigorously, we employ Jensen’s inequality∗. Through
algebraic manipulation, we can reorganize the terms to highlight the separate contribu-
tions of low and high-frequency components:

LSMMI ≃ −
λ̃2
l

τ

 1

|P |
∑

(zs,zt)∈P

cos(θs,t,l) −1

2
Ezn∼Dn

[cos(θs,n,l) + cos(θt,n,l)]

)

−
λ̃2
g

τ

 1

|P |
∑

(zs,zt)∈P

cos(θs,t,g) −1

2
Ezn∼Dn

[cos(θs,n,g) + cos(θt,n,g)]

)
(4)
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This decomposition reveals two important properties of our SMMI mechanism: 1)
The loss function naturally separates into low-frequency (λ̃2

l ) and high-frequency (λ̃2
g)

components, allowing for independent optimization of each frequency band; 2) Each
frequency component maintains a balance between positive pair attraction (first term)
and negative pair repulsion (second term).

3.3 Frequency-aware Maximum Mean Discrepancy

Following the frequency decomposition, we propose a principled approach to measure
and align the domain distributions across different frequency components. While Max-
imum Mean Discrepancy (MMD) has been widely adopted for distribution alignment,
traditional MMD-based methods typically employ Gaussian kernels:

kgaussian(x, y) = exp(−∥x− y∥2

2σ2
) (5)

Where σ is the bandwidth parameter. Though effective for general distribution align-
ment, Gaussian kernels treat all feature dimensions uniformly without considering the
intrinsic spectral characteristics of graph-structured data. This limitation motivates us
to design a frequency-aware kernel function. We propose a novel kernel function that
explicitly measures similarities in both low and high-frequency components:

k(x, y) = cos(θx,y,l) + cos(θx,y,g) (6)

where θx,y,l and θx,y,g represent the angles between samples in low- and high-frequency
spaces, respectively. This design offers several key advantages over conventional Gaus-
sian kernels: 1) Our kernel explicitly captures the angular relationships in different fre-
quency bands, enabling more precise analysis of spectral distributional shifts; 2) Unlike
Gaussian kernels that are sensitive to feature scaling, the cosine-based design is natu-
rally invariant to the magnitude of features, making it more robust to frequency-specific
variations; 3) The separation of frequency components provides clear geometric inter-
pretation of distribution differences in the spectral domain, facilitating better under-
standing of domain gaps.

The proposed kernel satisfies several important theoretical properties. For random
variables X,X ′ ∼ D independently sampled from distribution D, there exist cD ∈ R
and ϵD : Θ → R, such that:

EX,X′∼D[k(X,X ′)] = cD + ϵD(θ) (7)

With the following properties:

1. cD depends only on distribution D
2. supθ∈Θ |ϵD(θ)| ≤ δ for some small constant δ > 0
3. ∥∇θ∈D(θ)∥2 ≤ η for some small constant η > 0

Furthermore, we prove that our kernel satisfies two crucial mathematical properties∗:

1. Lipschitz Continuity: For any x, y, x′, y′ ∈ X:

|k(x, y)− k(x′, y′)| ≤ L(∥x− x′∥2 + ∥y − y′∥2) (8)
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2. Boundedness: For any x, y ∈ X:

|k(x, y)| ≤ M (9)

Where L and M are positive constants.
Based on this theoretically grounded kernel design, we can formulate the MMD

between source and target domains as follows:

MMD2(Ds, Dt) = Ex,x′∼Ds [k(x, x
′)] + Ey,y′∼Dt [k(y, y

′)]− 2Ex∼Ds,y∼Dt [k(x, y)]

= cDs
+ cDt

− 2

|P |
∑

(zs,zt)∈P

(cos(θs,t,l) + cos(θs,t,g))

(10)

Where cDs
and cDt

are distribution-specific constants.
To handle negative samples effectively, we extend our analysis to measure the dis-

tributional differences between positive and negative samples:

MMD2(Ds, Dn) = cDs + cDn − 2Ezn∼Dn [cos(θs,n,l) + cos(θs,n,g)]

MMD2(Dt, Dn) = cDt
+ cDn

− 2Ezn∼Dn
[cos(θt,n,l) + cos(θt,n,g)]

(11)

Where Dn represents the negative sample distribution.
Furthermore, we can get LFMMD:

LFMMD =− [Ezn∼Dn
[cos(θs,n,l) + cos(θs,n,g)] + Ezn∼Dn

[cos(θt,n,l) + cos(θt,n,g)]]
(12)

3.4 Unified Spectral Contrastive Framework

A key theoretical insight of our work is that the SMMI objective and FMMD alignment
are inherently connected through our frequency-aware kernel design. We get the final
loss function L = LCE + γ1LSMMI + γ2LFMMD Where γ1 and γ2 are balance
parameters. This integrative approach ensures that the learned representations are both
discriminative within domains and transferable across domains, while preserving the
multi-scale nature of graph-structured data.

4 Experiments

In this section, we conduct extensive experiments to evaluate the effectiveness of our
proposed FracNet framework. Our experiments aim to answer the following key ques-
tions:

– RQ1: How does our FracNet perform compared to state-of-the-art domain adapta-
tion methods for graph-structured data?

– RQ2: How do the spectral relationships between different domains (high- and low-
frequency components) affect cross-domain classification accuracy?

– RQ3: What impact does the graph structure of molecules have on cross-domain
classification performance?

– RQ4: How do different components and hyperparameters of our model contribute
to the overall performance?
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4.1 Experimental Settings

Datasets. We conduct extensive experiments on three widely-used benchmark datasets
from TUDataset [25] in the setting of unsupervised domain adaptation. For convenience
M, N, and P are short for Mutagenicity, NCI1, and PROTEINS, respectively. Their
details are introduced as follows in Table 1. Mutagenicity [18] contains 4337 chem-
ical compounds with corresponding Ames test data indicating their mutagenic effect.
NCI1 [30] consists of 4110 chemical compounds screened for activity against non-
small cell lung cancer. PROTEINS [9] contains 1113 proteins where nodes represent
amino acids and edges indicate spatial proximity (distance < 6 Angstroms). Each of
these datasets is divided into different domains based on node density. M0 represents
the domain 0 of Mutagenicity dataset and the rest can be deduced by analogy.

Datasets Graphs Avg. Nodes Avg. Edges Classes

Mutagenicity 4337 30.32 30.77 2
NCI1 4110 29.87 32.30 2
PROTEINS 1113 39.1 72.8 2

Table 1: Statistics of the experimental datasets.

Baselines. We compare FracNet with a wide range of existing methods. These base-
line methods fall into three categories: (1) Graph neural networks, e.g., GCN [19],
GIN [34], GMT [1], GAT [29], GraphSAGE [11] and DeSGDA [32]. These meth-
ods only use the source domain data for training and test on target domain data. (2)
Unsupervised domain adaptation methods, e.g., CDAN [24] and ToAlign [33]. They
leverage information from both source and target domains to reduce distribution dis-
crepancy. (3) Unsupervised graph domain adaptation method, e.g., CoCo [35], which is
the state-of-the-art source-free domain adaptation method designed for image classifi-
cation.

Implementation Details. We employ a 3-layer GNN encoder (GIN by default) with
an embedding dimension of 64. The model is optimized using Adam optimizer with a
learning rate of 0.001 and a dropout rate of 0.3. We train the model for 200 epochs with
a temperature parameter of 0.1 for contrastive learning. For baselines, we configure the
methods with the same hyperparameters from their original papers and further fine-
tune them to optimize performance. All experiments are conducted with PyTorch on
NVIDIA A100-SXM4-80GB. To reduce randomness, we perform 5 runs with different
random seeds and report the average accuracy.

4.2 Performance Comparison (RQ1)

We conduct extensive experiments across three benchmark datasets (Mutagenicity, NCI1,
and PROTEINS) to evaluate FracNet against state-of-the-art baselines. The comprehen-
sive results in Tables 1-3 demonstrate consistent superiority of our approach.
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Table 2: The results (in %) on Mutagenicity (source→target). The red and blue numbers denote
the highest and second highest results.
Methods M0-M1 M1-M0 M0-M2 M2-M0 M0-M3 M3-M0 M1-M2 M2-M1 M1-M3 M3-M1 M2-M3 M3-M2 Avg.

GCN 73.5 60.8 69.6 68.5 54.2 55.1 68.6 75.3 51.4 46.2 58.6 60.1 61.8
GIN 77.3 68.9 70.2 69.1 63.8 61.8 77.6 78.3 64.2 71.5 69.2 72.8 70.4
GMT 67.2 52.3 59.8 47.5 53.2 52.5 59.8 67.3 46.7 67.2 53.1 59.8 57.2
GAT 65.5 71.3 57.6 63.1 38.2 51.6 59.7 58.8 72.7 57.6 79.5 67.6 61.9
GraphSAGE 69.3 69.2 60.4 63.7 42.3 56.5 62.4 61.6 70.5 58.3 79.1 65.3 63.2
DeSGDA 76.5 72.3 71.4 71.5 60.7 67.3 75.2 79.4 62.7 75.8 65.5 72.1 70.9

CDAN 75.3 71.2 70.7 70.3 58.7 58.4 70.1 76.1 58.3 69.4 58.7 63.5 66.7
ToAlign 67.3 47.5 59.8 47.5 46.7 47.2 59.6 67.2 46.7 67.3 46.5 59.8 55.3
CoCo 75.4 71.7 68.7 69.2 60.8 65.7 79.2 76.8 63.4 73.6 64.6 70.1 69.9

FracNet 79.4 76.3 72.8 73.4 73.9 74.1 73.5 77.8 74.0 72.1 74.0 73.4 74.6

Table 3: The results (in %) on NCI1 (source→target). The red and blue numbers denote the
highest and second highest results.
Methods N0-N1 N1-N0 N0-N2 N2-N0 N0-N3 N3-N0 N1-N2 N2-N1 N1-N3 N3-N1 N2-N3 N3-N2 Avg.

GCN 51.2 70.2 42.7 27.6 32.1 27.1 55.2 50.6 50.9 49.1 67.3 57.5 48.5
GIN 66.8 78.4 60.2 72.3 51.1 68.6 63.5 67.8 65.9 60.3 71.1 67.2 66.1
GMT 50.6 72.9 57.3 72.8 66.4 73.1 72.4 50.8 66.5 58.3 66.3 72.6 65.0
GAT 67.2 62.5 63.6 70.1 61.4 59.7 63.9 68.5 66.3 64.9 64.6 68.1 65.1
GraphSAGE 67.5 70.6 61.3 69.2 65.8 64.7 68.5 66.2 64.2 59.4 63.9 68.4 65.8
DeSGDA 64.4 76.9 64.8 76.1 68.6 74.1 66.8 64.6 69.2 63.8 70.5 64.2 68.7

CDAN 57.1 74.7 61.2 73.7 68.2 73.3 60.2 56.5 68.2 53.9 68.4 59.6 64.6
ToAlign 49.1 27.2 57.3 27.1 66.4 27.1 57.2 49.1 66.4 49.1 66.5 57.3 50.0
CoCo 69.7 80.2 64.5 76.3 64.6 73.8 68.2 70.2 67.7 61.2 73.1 64.8 69.5

FracNet 74.1 75.6 72.4 74.2 69.3 68.9 74.1 73.9 74.0 69.5 74.1 71.2 72.6

Traditional GNN methods (GCN, GIN, GAT, etc.) often struggle with domain adap-
tation tasks, particularly in challenging scenarios like Mutagenicity M0→M3 (54.2%)
and PROTEINS P0→P3 (24.4%), where performance drops substantially. These meth-
ods fail to account for structural and distributional shifts between domains, leading to
suboptimal transfer learning.

Domain adaptation approaches show improved but inconsistent performance. While
DeSGDA achieves competitive results on PROTEINS (76.6% average accuracy), its
effectiveness varies considerably across datasets (70.9% on Mutagenicity and 68.7% on
NCI1). Similarly, CoCo performs well on certain transfer tasks (e.g., 80.2% on NCI1
N1→N0) but lacks robustness across broader evaluation settings. This instability stems
from their monolithic treatment of graph representations, which fails to address the
frequency-dependent nature of domain shifts.

FracNet demonstrates consistent state-of-the-art performance across all datasets,
achieving the highest average accuracy on Mutagenicity (74.6%), NCI1 (72.6%), and
PROTEINS (76.9%). The performance advantage is particularly pronounced in chal-
lenging transfer scenarios such as Mutagenicity M0→M3 (73.9% vs. next best 64.6%)
and NCI1 N1→N3 (74.0% vs. next best 69.2%), where domain shifts are most severe.
The significant improvement over strong baselines (+2.3% over DeSGDA on PRO-
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Table 4: The results (in %) on PROTEINS (source→target). The red and blue numbers denote the
highest and second highest results.
Methods P0-P1 P1-P0 P0-P2 P2-P0 P0-P3 P3-P0 P1-P2 P2-P1 P1-P3 P3-P1 P2-P3 P3-P2 Avg.

GCN 73.7 82.6 57.5 83.9 24.4 17.3 57.6 70.8 24.5 26.3 37.5 42.4 49.9
GIN 71.6 70.2 58.4 56.9 74.2 78.2 63.3 67.1 35.8 60.8 71.6 65.2 64.4
GMT 73.6 82.5 57.6 83.1 75.6 17.3 57.6 73.5 75.4 26.3 75.5 42.3 61.7
GAT 67.2 66.3 68.5 71.4 70.6 53.5 65.1 64.6 58.2 57.5 70.9 68.1 65.2
GraphSAGE 70.5 66.8 66.4 72.3 71.7 63.7 64.7 68.1 59.6 60.1 71.6 69.2 67.1
DeSGDA 77.5 84.3 70.2 84.2 76.6 83.2 71.6 77.2 75.8 73.4 75.4 70.4 76.6

CDAN 75.8 83.1 60.6 82.6 75.8 70.5 64.7 77.4 73.1 75.4 75.6 67.1 73.5
ToAlign 73.2 82.5 57.4 82.3 24.3 82.6 57.5 73.7 24.3 73.6 24.2 57.6 59.4
CoCo 74.6 83.9 65.2 83.4 72.1 82.7 69.5 75.4 70.7 73.2 72.4 66.1 74.1

FracNet 76.4 87.5 70.7 87.9 74.7 72.4 74.5 74.3 77.2 73.7 77.3 73.7 76.9

TEINS, +4.1% over CoCo on Mutagenicity, and +3.1% over CoCo on NCI1) validates
the effectiveness of our approach.

4.3 Case Study (RQ2,RQ3)

4.3.1 Spectral Shift Direction and Distance (RQ2) We analyzed spectral properties
of molecular domains by decomposing graph Laplacian eigenvalues into low and high-
frequency components as illustrated in Figure 4, where x-axis and y-axis represent the
low-frequency energy and high-frequency energy for different domains, respectively.

Figure 4 maps domains in spectral energy space, revealing fundamental patterns
governing transfer learning effectiveness. The spectral distance between domains in-
fluences adaptation quality, with the one of moderate distance typically outperforming
the one of larger distance across all datasets. More importantly, we observe a consistent
directional asymmetry in transfer performance: when high-frequency energy remains
relatively low, knowledge transfer from domains with lower to higher low-frequency
energy achieves superior performance (e.g., N1→N0 outperforms N0→N1). This es-
tablishes a key principle that when the high-frequency energy is low, adaptation along
ascending low-frequency energy gradients facilitates more effective adaption between
molecular domains.

4.3.2 Proportion of Different Frequency Components (RQ2) To further quantify
spectral differences between molecular domains, we calculated the normalized energy
distribution across frequency bands for each domain pair. For each transfer task, we de-
composed the spectral energy difference into low-frequency and high-frequency com-
ponents, visualizing their relative contributions as stacked bar charts, as shown in Fig-
ure 5. Each rectangle is the difference between every two domains in terms of low-
frequency (blue part) or high-frequency (pink part) regime, with a larger size indicating
a larger difference.

Notably, Figure 5 presents a distinctive pattern that explains FracNet’s relatively
smaller performance advantage on PROTEINS compared to other datasets. Unlike Mu-
tagenicity and NCI1, PROTEINS transfer tasks exhibit substantially more balanced dis-
tributions between high and low-frequency differences, as evidenced by the more equal
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Fig. 4: Energy trajectories in frequency domain on three datasets.
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Fig. 5: Pairwise spectral differences, decomposed into low-frequency (blue) and high-frequency
(pink) components.

heights of pink and blue bars. Many PROTEINS transfer tasks show significant low-
frequency contributions (larger blue portions). This balanced frequency profile in PRO-
TEINS creates a unique challenge: when frequency differences are more evenly dis-
tributed across bands, conventional domain adaptation methods can partially compen-
sate through their unified representation approach. The advantage of frequency-specific
processing becomes less pronounced in such scenarios, explaining why FracNet shows
a smaller margin of improvement (0.3% over DeSGDA) on PROTEINS compared to
Mutagenicity (3.7% over CoCo) and NCI1 (3.1% over CoCo).

4.3.3 Graph structure analysis (RQ3) Beyond spectral analysis, we examine graph
structural properties to better understand how FracNet works. We chose cyclomatic
numbers (count of independent cycles in a graph) as our structural metric because they
directly influence spectral properties. Cycles create distinctive patterns in the Laplacian
eigenvalue spectrum by introducing closed paths that alter graph connectivity struc-
tures. The distribution and density of cycles significantly shape the spectral energy pro-
file: graphs with more cycles typically exhibit different eigenvalue distributions com-
pared to sparser structures. This cycle distribution directly impacts how energy spreads
across frequency bands in the graph spectrum, providing a concrete structural interpre-
tation of our spectral observations.
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Our cyclomatic distribution analysis reveals clear relationships between graph struc-
tural complexity and transfer performance. PROTEINS exhibits extreme cyclomatic
variation (maximum 539 cycles) compared to Mutagenicity and NCI1 (maxima of 16
and 18 cycles). This structural disparity correlates with FracNet’s performance patterns.
While achieving high absolute accuracy (76.9%) on PROTEINS, FracNet shows min-
imal relative improvement (0.3% over DeSGDA). This suggests that excessive cycle
distribution differences create spectral profiles too disparate for effective frequency-
adaptive processing.

FracNet demonstrates its strongest performance advantages on Mutagenicity (3.7%
over DeSGDA) and NCI1 (3.1% over CoCo), both characterized by moderate cyclo-
matic variations. These results identify an optimal efficacy zone for spectral adaptation
methods where structural differences are significant enough to benefit from frequency-
specific processing but not so extreme as to create fundamentally incompatible spectral
distributions.
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Fig. 6: Cyclomatic number distributions across molecular domains in three datasets.

4.4 Ablation Study (RQ4)

We evaluate each component’s contribution through ablation studies on two datasets
by creating variants: (1) w/o SMMI, removing the Spectral-guided Maximum Mutual
Information module; and (2) w/o FMMD, removing the Frequency-aware Maximum
Mean Discrepancy module.

As shown in Figure 7(b), both components significantly enhance performance. On
Mutagenicity, removing SMMI and FMMD reduces accuracy by 3.3% and 2.5% respec-
tively, with similar patterns on PROTEINS (2.8% and 3.6% decreases). SMMI proves
crucial for challenging transfers with significant domain shifts (M0→M2, P0→P2)
by maintaining discriminative boundaries while aligning domains. FMMD contributes
most to transfers involving structurally complex domains (M2→M1, P2→P0), validat-
ing its adaptive frequency-aware design for capturing domain-specific properties across
frequency bands.

Interestingly, component contributions vary by dataset. In PROTEINS, with bal-
anced high-low frequency differences, FMMD contributes more significantly. In Muta-
genicity, where high-frequency differences dominate, SMMI plays a more critical role.



14 Haoyu Zhang1, Yuxuan Cheng∗2, Wenqi Fan3, Yulong Chen∗1, and Yifan Zhang�1

0.0
50.1 0.2 0.4 0.8

 value

70

72

74

76

78

A
cc

ur
ac

y 
(%

) M0-M1
M1-M0
M0-M2
M2-M0

0.1 0.3 0.5 0.7 0.9

 value

72

74

76

78

A
cc

ur
ac

y 
(%

)

M0-M1
M1-M0
M0-M2
M2-M0

0.0
50.1 0.2 0.4 0.8

 value

71

72

73

74

75

A
cc

ur
ac

y 
(%

) N0-N1
N1-N0
N0-N2
N2-N0

0.1 0.3 0.5 0.7 0.9

 value

71

72

73

74

75

A
cc

ur
ac

y 
(%

)

N0-N1
N1-N0
N0-N2
N2-N0

(a) Temperature coefficient (τ ) and balance pa-
rameter (γ). (The upper two represent the Mu-
tagenicity dataset and the lower two the NCI1
dataset.)

(b) Ablation study results showing average ac-
curacy on (a) Mutagenicity and (b) PROTEINS.

Fig. 7: (a) Hyperparameter sensitivity analysis; (b) Ablation study results.

These patterns confirm our spectral analysis: FMMD’s adaptive frequency handling ex-
cels with balanced spectral differences, while SMMI’s discriminative preservation be-
comes vital when high-frequency components dominate domain shifts. Together, these
complementary components address domain adaptation’s dual challenges: preserving
discriminative information while effectively aligning domains across the spectral di-
mension.

4.5 Sensitivity Analysis

The sensitivity analysis of FracNet’s critical hyperparameters reveals insightful patterns
regarding the model’s robustness and optimal configuration across different molecular
domains (Figure 7(a)). As shown in subfigures (a) and (c), the temperature parameter
τ , which governs the spectral filtering sharpness, demonstrates a consistent bell-shaped
performance curve with optimal values centered around τ = 0.1 ∼ 0.2 across both
Mutagenicity and NCI1 datasets. This moderate filtering threshold achieves an optimal
balance between preserving essential structural information and eliminating domain-
specific noise. Notably, performance degradation is more pronounced for larger τ val-
ues (τ > 0.4), with accuracy dropping by up to 3.0% in M0→M1 and 2.5% in N1→N0
transfers, suggesting that excessive spectral compression eliminates crucial molecular
structural signals. Similarly, the frequency modulation parameter γ, examined in sub-
figures (b) and (d), exhibits optimal performance at γ = 0.5 across most transfer tasks,
with a more gradual performance decline toward extreme values.

5 Conclusion

We have presented FracNet with two synergic modules to decompose the original graph
into high-frequency and low-frequency components and perform frequency-aware do-
main adaptation. The key insight is that domain shifts can be better understood through
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spectral analysis, where low-frequency components encode domain-invariant global
patterns, and high-frequency components capture domain-specific local details. More-
over, the blurring boundary problem of domain adaptation is improved by integrating
with a contrastive learning framework. Besides providing rigorous theoretical proof, we
conducted extensive experiments across three benchmark datasets to demonstrate the
significant performances of FracNet. Future work includes extending FracNet to multi-
source domain adaptation scenarios and exploring applications in other graph domain
adaptation tasks.

6 Acknowledgments

Wenqi FAN is partly supported by General Research Funds from the Hong Kong Re-
search Grants Council (project no. PolyU 15207322, 15200023, 15206024, and 15224524),
internal research funds from The Hong Kong Polytechnic University (project no. P0042693,
P0048625, P0051361, P0052406, and P0052986).

References

1. Baek, M., DiMaio, F., Anishchenko, I., Dauparas, J., Ovchinnikov, S., Lee, G.R., Wang, J.,
Cong, Q., Kinch, L.N., Schaeffer, R.D., et al.: Accurate prediction of protein structures and
interactions using a three-track neural network. Science 373(6557), 871–876 (2021)

2. Bo, D., Fang, Y., Liu, Y., Shi, C.: Graph contrastive learning with stable and scalable spectral
encoding. Advances in Neural Information Processing Systems 36 (2024)

3. Bo, D., Shi, C., Wang, L., Liao, R.: Specformer: Spectral graph neural networks meet trans-
formers. arXiv preprint arXiv:2303.01028 (2023)

4. Butler, K.T., Davies, D.W., Cartwright, H., Isayev, O., Walsh, A.: Machine learning for
molecular and materials science. Nature 559(7715), 547–555 (2018)

5. Cai, R., Wu, F., Li, Z., Wei, P., Yi, L., Zhang, K.: Graph domain adaptation: A generative
view. ACM Transactions on Knowledge Discovery from Data 18(3), 1–24 (2024)

6. Chen, X., Wang, S., Long, M., Wang, J.: Transferability vs. discriminability: Batch spec-
tral penalization for adversarial domain adaptation. In: International conference on machine
learning. pp. 1081–1090. PMLR (2019)

7. Chen, Z., Chen, F., Zhang, L., Ji, T., Fu, K., Zhao, L., Chen, F., Wu, L., Aggarwal, C., Lu,
C.T.: Bridging the gap between spatial and spectral domains: A unified framework for graph
neural networks. ACM Computing Surveys 56(5), 1–42 (2023)

8. Choo, H.Y., Wee, J., Shen, C., Xia, K.: Fingerprint-enhanced graph attention network (fingat)
model for antibiotic discovery. Journal of Chemical Information and Modeling 63(10), 2928–
2935 (2023)

9. Dobson, P.D., Doig, A.J.: Distinguishing enzyme structures from non-enzymes without
alignments. Journal of molecular biology 330(4), 771–783 (2003)

10. Gao, Y., Wang, X., He, X., Liu, Z., Feng, H., Zhang, Y.: Addressing heterophily in graph
anomaly detection: A perspective of graph spectrum. In: Proceedings of the ACM Web Con-
ference 2023. pp. 1528–1538 (2023)

11. Hamilton, W., Ying, Z., Leskovec, J.: Inductive representation learning on large graphs. Ad-
vances in neural information processing systems 30 (2017)

12. He, K., Fan, H., Wu, Y., Xie, S., Girshick, R.: Momentum contrast for unsupervised visual
representation learning. In: Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition. pp. 9729–9738 (2020)



16 Haoyu Zhang1, Yuxuan Cheng∗2, Wenqi Fan3, Yulong Chen∗1, and Yifan Zhang�1

13. Hu, J., Qi, L., Zhang, J., Shi, Y.: Domain generalization via inter-domain alignment and
intra-domain expansion. Pattern Recognition 146, 110029 (2024)

14. Jiang, X., Qin, Z., Xu, J., Ao, X.: Incomplete graph learning via attribute-structure decoupled
variational auto-encoder. In: WSDM oral 2023, pp. 304–312. ACM (2023)

15. Jiang, X., Qiu, R., Xu, Y., Zhang, W., Zhu, Y., Zhang, R., Fang, Y., Chu, X., Zhao, J., Wang,
Y.: Ragraph: A general retrieval-augmented graph learning framework. NeurIPS 2024 (2024)

16. Jiang, X., Zhuang, D., Zhang, X., Chen, H., Luo, J., Gao, X.: Uncertainty quantification via
spatial-temporal tweedie model for zero-inflated and long-tail travel demand prediction. In:
CIKM 2023, pp. 3983–3987. ACM (2023)

17. Ju, W., Fang, Z., Gu, Y., Liu, Z., Long, Q., Qiao, Z., Qin, Y., Shen, J., Sun, F., Xiao, Z., et al.:
A comprehensive survey on deep graph representation learning. Neural Networks p. 106207
(2024)

18. Kazius, J., McGuire, R., Bursi, R.: Derivation and validation of toxicophores for mutagenic-
ity prediction. Journal of medicinal chemistry 48(1), 312–320 (2005)

19. Kipf, T.N., Welling, M.: Semi-supervised classification with graph convolutional networks.
arXiv preprint arXiv:1609.02907 (2016)

20. Li, R., Jiang, X., Zhong, T., Trajcevski, G., Wu, J., Zhou, F.: Mining spatio-temporal relations
via self-paced graph contrastive learning. In: SIGKDD 2022, pp. 936–944. ACM (2022)

21. Liu, F., Gao, W., Liu, J., Tang, X., Xiao, L.: Adversarial domain alignment with contrastive
learning for hyperspectral image classification. IEEE Transactions on Geoscience and Re-
mote Sensing (2023)

22. Liu, M., Fang, Z., Zhang, Z., Gu, M., Zhou, S., Wang, X., Bu, J.: Rethinking propagation for
unsupervised graph domain adaptation. In: Proceedings of the AAAI Conference on Artifi-
cial Intelligence. pp. 13963–13971 (2024)

23. Liu, W., Zheng, X., Chen, C., Su, J., Liao, X., Hu, M., Tan, Y.: Joint internal multi-interest
exploration and external domain alignment for cross domain sequential recommendation. In:
Proceedings of the ACM Web Conference 2023. pp. 383–394 (2023)

24. Long, M., Cao, Z., Wang, J., Jordan, M.I.: Conditional adversarial domain adaptation. Ad-
vances in neural information processing systems 31 (2018)

25. Morris, C., Kriege, N.M., Bause, F., Kersting, K., Mutzel, P., Neumann, M.: Tudataset: A
collection of benchmark datasets for learning with graphs. arXiv preprint arXiv:2007.08663
(2020)

26. Rattan, G., Seppelt, T.: Weisfeiler-leman and graph spectra. In: Proceedings of the 2023
Annual ACM-SIAM Symposium on Discrete Algorithms (SODA). pp. 2268–2285. SIAM
(2023)

27. Sandryhaila, A., Moura, J.M.: Discrete signal processing on graphs: Graph fourier transform.
In: 2013 IEEE International Conference on Acoustics, Speech and Signal Processing. pp.
6167–6170. IEEE (2013)

28. Sun, Y., Liu, Y., Liu, X., Li, Y., Chu, W.S.: Rethinking domain generalization for face anti-
spoofing: Separability and alignment. In: Proceedings of the IEEE/CVF conference on com-
puter vision and pattern recognition. pp. 24563–24574 (2023)

29. Velickovic, P., Cucurull, G., Casanova, A., Romero, A., Lio, P., Bengio, Y., et al.: Graph
attention networks. stat 1050(20), 10–48550 (2017)

30. Wale, N., Watson, I.A., Karypis, G.: Comparison of descriptor spaces for chemical com-
pound retrieval and classification. Knowledge and Information Systems 14, 347–375 (2008)

31. Wang, X., Peng, D., Yan, M., Hu, P.: Correspondence-free domain alignment for unsuper-
vised cross-domain image retrieval. In: Proceedings of the AAAI Conference on Artificial
Intelligence. pp. 10200–10208 (2023)

32. Wang, Y., Liu, S., Wang, M., Liang, S., Yin, N.: Degree distribution based spiking graph
networks for domain adaptation. arXiv preprint arXiv:2410.06883 (2024)



Rethinking Graph Domain Adaptation: A Spectral Contrastive Perspective 17

33. Wei, G., Lan, C., Zeng, W., Chen, Z.: Metaalign: Coordinating domain alignment and clas-
sification for unsupervised domain adaptation. In: Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition. pp. 16643–16653 (2021)

34. Xu, K., Hu, W., Leskovec, J., Jegelka, S.: How powerful are graph neural networks? arXiv
preprint arXiv:1810.00826 (2018)

35. Yin, N., Shen, L., Wang, M., Lan, L., Ma, Z., Chen, C., Hua, X.S., Luo, X.: Coco: A coupled
contrastive framework for unsupervised domain adaptive graph classification. In: Interna-
tional Conference on Machine Learning. pp. 40040–40053. PMLR (2023)

36. Zhang, H., Zhang, W., Miao, H., Jiang, X., Fang, Y., Zhang, Y.: Strap: Spatio-temporal pat-
tern retrieval for out-of-distribution generalization. arXiv preprint arXiv:2505.19547 (2025)

37. Zhang, R., Jiang, X., Fang, Y., Luo, J., Xu, Y., Zhu, Y., Chu, X., Zhao, J., Wang, Y.: Infinite-
horizon graph filters: Leveraging power series to enhance sparse information aggregation.
arXiv preprint arXiv:2401.09943 (2024)

38. Zhang, Y., Zhu, H., Song, Z., Koniusz, P., King, I.: Spectral feature augmentation for graph
contrastive learning and beyond. In: Proceedings of the AAAI Conference on Artificial In-
telligence. pp. 11289–11297 (2023)

39. Zhang, Z., Cui, P., Zhu, W.: Deep learning on graphs: A survey. IEEE Transactions on
Knowledge and Data Engineering 34(1), 249–270 (2020)

40. Zhou, Y., Zheng, H., Huang, X., Hao, S., Li, D., Zhao, J.: Graph neural networks: Tax-
onomy, advances, and trends. ACM Transactions on Intelligent Systems and Technology
(TIST) 13(1), 1–54 (2022)


	Rethinking Graph Domain Adaptation: A Spectral Contrastive Perspective

