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Abstract. Understanding the nuanced performance of machine learn-
ing models is essential for responsible deployment, especially in high-
stakes domains like healthcare and finance. This paper introduces a novel
framework, Conformalized Exceptional Model Mining, which combines
the rigor of Conformal Prediction with the explanatory power of Excep-
tional Model Mining (EMM). The proposed framework identifies cohesive
subgroups within data where model performance deviates exceptionally,
highlighting regions of both high confidence and high uncertainty. We de-
velop a new model class, mSMoPE (multiplex Soft Model Performance
Evaluation), which quantifies uncertainty through conformal prediction’s
rigorous coverage guarantees. By defining a new quality measure, Rel-
ative Average Uncertainty Loss (RAUL), our framework isolates sub-
groups with exceptional performance patterns in multi-class classifica-
tion and regression tasks. Experimental results across diverse datasets
demonstrate the framework’s effectiveness in uncovering interpretable
subgroups that provide critical insights into model behavior. This work
lays the groundwork for enhancing model interpretability and reliability,
advancing the state-of-the-art in explainable AI and uncertainty quan-
tification.

Keywords: Exceptional Model Mining · Conformal Prediction · Uncer-
tainty Quantification · Explainability

1 Introduction

As deep learning techniques continue to advance across various fields such as
healthcare [2] and financial data science [39], it becomes increasingly impor-
tant to ensure that these models are both responsible and explainable when



2 X. Du et al.

deployed [6]. For example, in the case of a deep learning model used for disease
diagnosis, medical professionals may need to understand the conditions under
which the model provides highly confident predictions, as well as situations where
it exhibits significant uncertainty. To meet these demands, uncertainty quantifi-
cation methods are essential [43], while techniques such as Exceptional Model
Mining (EMM) can offer interpretable insights [12, 17, 34]. Therefore, developing
a conformalized exceptional model mining approach is crucial for helping users
gain a deeper understanding of their model’s performance [44].

EMM focuses on modeling multivariate interactions (captured in a model
class), and discovering cohesive subgroups where these interactions are excep-
tional compared with these interactions across the whole dataset [17]. EMM has
been widely applied to the analysis of classification, regression tasks for tabular
datasets [16], structural interaction for the network datasets [28], and transi-
tion behavior for sequential datasets [35]. EMM practitioners have applied this
framework on more complex datasets and diverse scenarios, including explain-
able machine learning research where EMM is employed to analyze the behavior
of classifiers to provide responsible and explainable results [38]. However, existing
classification model classes in EMM only focus on the binary classification prob-
lem: application for regression and multi-class classification (especially for the
softmax based classifiers) is still underexplored. We develop a new model class
for EMM to understand the behavior of regressors and multi-class classifiers.

Conformal prediction is a versatile framework designed to provide rigorous
guarantees for uncertainty quantification [4]. Given a heuristic probability esti-
mate from any pre-trained model —whether for classification, regression, or other
tasks—– conformal prediction leverages a small hold-out dataset to transform
this heuristic estimate into a statistically valid probability measure with guar-
anteed coverage. Specifically, in a classification scenario, conformal prediction
generates a prediction set that contains the true label with a certain confidence
level. This prediction set serves as a measure of uncertainty, offering insights into
the classifier’s reliability. A smaller prediction set indicates higher confidence in
the model’s predictions, while a larger set reflects greater uncertainty.

We strive to generate explainable results that identify cohesive subgroups
and provide insights into the model’s performance, through a method that can
be applied to any classifier or regressor. To do so, we must address two major
difficulties. On the one hand, due to the multi-output nature of multi-class clas-
sifiers using the softmax function, it is crucial to design a model class capable of
handling complex interactions between multiple variables. On the other hand,
integrating the validity in conformal prediction within concepts of interesting-
ness within EMM presents another significant challenge. To address these issues,
we propose a novel model class called mSMoPE (multiplex Soft Model Perfor-
mance Evaluation), which introduces the average size of uncertainty sets as a
new target variable for the EMM framework. This allows input attributes to be
leveraged in forming cohesive subgroups that capture the relationship between
the attributes and the target variable.
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In this work, we utilize conformal prediction across various tasks, including
classification and regression on tabular data [3]. Based on these applications, we
introduce a general framework that demonstrates how conformalized exceptional
models can be applied to diverse data mining scenarios to uncover meaningful
cohesive patterns. These patterns, represented as conjunctions of attribute-value
conditions, offer valuable insights into the behavior of machine learning models.
Furthermore, by incorporating deep learning models such as multilayer percep-
trons (MLPs), our framework enables a deeper understanding of deep learning
models for tabular datasets, facilitating comprehensive performance analysis in
tabular tasks.

1.1 Main Contributions

We propose a general framework for exceptional model mining with conformal
prediction named conformalized exceptional model mining. This framework al-
lows the user to generate a rigorous output about the model’s performance with
uncertainty measurement. Our main contributions are:

– we present mSMoPE: multiplex Soft Model Performance Evaluation, a new
model class for EMM. This model class processes the input attributes, dis-
tilling a rigorous uncertainty set that captures the uncertainty of the model’s
output;

– based on the proposed new model class, we define a new quality measure
that measures the average uncertainty loss between subgroups and the entire
dataset. The proposed quality measure allows us to represent the discrepancy
quantitatively so that the exceptional interplay between the input attributes
and the uncertainty set can be revealed;

– we conduct experiments qualitatively and quantitatively on several public
datasets. The results effectively demonstrate the interpretable subgroups
that are exceptional in terms of predictive uncertainty.

2 Related Work

Exceptional Model Mining (EMM) [12, 17, 34] is a subfield of pattern mining,
itself a branch of data mining, that focuses on identifying patterns in subsets
of data rather than the dataset as a whole. Pattern mining is distinct in that
it seeks to describe only specific portions of the data, often with a predefined
description language, while ignoring the coherence of the remaining data. A
subset of the data is considered “interesting” based on some criteria of interest,
and EMM builds on this principle. In pattern mining, such subsets are often
described using a conjunction of conditions on dataset attributes. For instance,
in a dataset where records describe people, a pattern might look like “Age ě 30
AND Smoker = yes Ñ interesting”. By restricting patterns to conditions that
relate to attributes of the data, the results become more interpretable to domain
experts, as they align with familiar quantities. Such subsets, expressed in terms
of these conditions, are called subgroups.
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One of the best-known forms of pattern mining is Frequent Itemset Mining
[1], which identifies subgroups that co-occur unusually often in an unsupervised
manner: “Age ě 30 AND Smoker = yes Ñ high frequency”. In supervised set-
tings, the focus shifts to identifying subgroups based on their relationship to a
specified target attribute. This is the foundation of Subgroup Discovery (SD) [7,
24, 30, 49], which aims to find subgroups where the distribution of a binary target
attribute is unusual: “Smoker = yes Ñ Lung cancer = yes”. EMM extends Sub-
group Discovery by considering multiple target attributes simultaneously. Rather
than focusing on unusual distributions of a single target attribute, EMM investi-
gates unusual interactions between several target attributes. EMM achieves this
by defining a model class to represent the type of unusual interaction between
targets, and a quality measure to quantify the interestingness of subgroups. The
aim is to find subgroups where this quality measure is maximized, thereby un-
covering patterns that exhibit exceptional relationships within the data.

Existing work has explored the identification of subgroups exhibiting unusual
interactions among multiple targets, through established EMM model classes
such as correlation, regression, Bayesian networks, and classification [34, 17, 18].
Among these, the classification model class [34, Section 3.3] bears particular rel-
evance to the mSMoPE model class, though they differ in two key aspects. First,
their definitions establish distinct relationships between subgroup descriptions
and the classifier’s search space. In the classification model class, both the input
and output attributes of the classifier are treated as targets, preventing these at-
tributes from appearing in subgroup descriptions; exceptional subgroups are thus
described using attributes excluded from the classifier. In contrast, the mSMoPE
model class permits all input attributes (excluding outputs) to define subgroups,
directly linking discovered subgroups to subspaces within the classifier’s search
space. Second, the model classes pursue different goals: the classification model
class analyzes classifier behavior without a ground truth, whereas the mSMoPE
model class evaluates performance in the presence of a ground truth during the
calibration stage. The closest work to this paper is SCaPE [19]. This model class
studies soft classifiers for a binary target, seeking subgroups of the classifier in-
put space where the soft classifier outputs are exceptionally well or badly aligned
with the binary ground truth. Conversely, in this paper, we focus on the perfor-
mance of a multi-class classifier or a regressor. We construct the target variable
based on the concept of conformal prediction, for which the terms of uncertainty
have been included in the target.

Several Local Pattern Mining tasks share similarities with SD, including Con-
trast Set Mining [8] and Emerging Pattern Mining [11]. These tasks do not
address multiple target attributes simultaneously, and do not explicitly model
unusual interactions. Distribution Rules [27] represent an approach where a devi-
ating model over a single numeric target is sought, identifying subgroups where
the target’s distribution deviates most from the overall dataset distribution.
While this can be viewed as an early form of EMM with a single target, it does
not account for multi-target interactions. In contrast, Umek et al. [47] consider
SD with multiple targets, but their method reverses the attribute partitioning
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approach used in EMM. They generate candidate subgroups through agglom-
erative clustering of the targets and use predictive modeling on the descriptors
to find matching subgroup descriptions. However, this approach does not allow
for flexible expressions of unusual target interactions. Redescription Mining [21]
identifies multiple descriptions that induce the same subgroup, modeling unusual
interactions within the descriptor space rather than the target space. None of
these methods explicitly evaluate the performance of a classifier or a regressor.

Many studies focus on accurately estimating predictive uncertainty in neural
networks. Initially, the standard approach involved training Bayesian neural net-
works to learn a distribution over network weights, which required both compu-
tational and algorithmic modifications [20, 31]. Alternative methods circumvent
these challenges through ensembles [32] or approximate Bayesian inference [42].
However, these approaches have limitations, such as the need to train multiple
neural network copies adversarially. Consequently, the most commonly used tech-
nique remains the ad-hoc calibration of softmax scores using Platt scaling [22].
Conformal prediction offers a different perspective by generating predictive sets
that satisfy the coverage property [48]. We employ a practical data-splitting vari-
ant known as split conformal prediction, which enables the application of con-
formal prediction techniques to virtually any predictor [33]. Unlike traditional
calibration methods, conformal prediction operates within a general framework
rather than a specific algorithm. Therefore, key design choices must be made
to optimize performance for different contexts. In this paper, our primary con-
tribution is the integration of the conformal prediction framework into EMM,
equipping the latter with the ability to quantify prediction confidence.

3 Conformalized Exceptional Model Mining

We assume a dataset Ω “ pX,Y q, where X stems from a k-dimensional input
space X “

Śk
i“1 X i, and Y stems from an output space Y, to be instantiated

later. We also assume a predictor µ : X Ñ Y. We denote the number of records in
Ω by N , and we allow each X i to have any reasonable domain: binary, categorical,
ordinal, numeric. We partition the N records of Ω into two parts: the calibration
set Ωcalib “ pXcalib, Ycalibq and the test set Ωtest “ pXtest, Ytestq. We denote the
number of records in Ωcalib by n, leaving N ´ n records for Ωtest.

3.1 Conformal Prediction

Conformal Prediction (CP) is a distribution-free framework in machine learn-
ing and statistical modeling that provides valid confidence estimates, predic-
tion sets, or prediction intervals for predictive models. In this work, we focus
on the computationally efficient split CP method [48]. It performs as a wrap-
per around a trained base model and uses a set of exchangeable hold-out /
calibration data to construct prediction sets or intervals. Given a predefined
miscoverage rate α P r0, 1s, the method follows three main steps. Firstly, it
computes non-conformality scores, which quantify the degree to which a given
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output deviates from expected predictions. CP defines a non-conformality score
function S : X ˆ Y Ñ R, which captures uncertainty in the model’s predic-
tions. Intuitively, Spx, yq measures how y “conforms” to the prediction at x;
in classification, this could be the predicted probability of class y, while in
regression, it may be the residual value Spx, yq “ |y ´ µ̂pxq| for a predictor
µ̂ : X Ñ Y. Secondly, it computes the p1 ´ αq quantile of the non-conformality
scores on the calibration set. For Ωcalib “ tpXi, Yiquni“1, q̂ can be computed
as QuantileptSpX1, Y1q, . . . , SpXn, Ynqu, rp1 ´ αqpn ` 1qs{nq. Thirdly, for any
pXn`1, Yn`1q P Ωtest, Conformal Prediction constructs a prediction set or in-
terval T pXn`1q “ ty P Y : SpXn`1, yq ď q̂u. Additionally, if tXi, Yiu

n`1
i“1 are ex-

changeable, then Sn`1 :“ SpXn`1, Yn`1q is exchangeable with tSiu
n
i“1 since µ̂ is

given. Hence, T̂ pXn`1q contains the true label with predefined coverage rate [48]:
P tYn`1 P T pXn`1qu “ PtSn`1 ě QuantileptS1, . . . , Sn`1u, 1 ´ αqu ě 1 ´ α due
to exchangeability of tSn`1

i“1 u. This framework works with any non-conformality
score; we discuss one for multi-class classification, and one for regression.

Adaptive Prediction Set (APS) In classification tasks, general methods gen-
erating prediction sets usually create smallest average sizes, but tend to under-
cover hard subgroups and overcover easy ones. Adaptive Prediction Set (APS) is
proposed to avoid this problem; we use the non-conformality score in APS pro-
posed by [41]. The cumulative sum of ordered class probabilities was taken till
the true class. As motivation for this procedure, note that if the softmax outputs
µ̂pXtestq were a perfect model of Ytest|Xtest, we would greedily include the top-
scoring classes until their total mass exceeds 1´α. Formally, we can describe this
oracle algorithm as tπ1, . . . , πku, where k “ inftk1 :

řk1

j“1 µ̂pXtestqπj
ě 1 ´ αu,

and π is the permutation of t1, . . . ,Ku that sorts µ̂pXtestq from most likely to
least likely. Because we never know whether µ̂pXtestq is any good, this procedure
fails to provide coverage. Hence, we need to use CP to transform the heuris-
tic notion of uncertainty into a rigorous notion. We define a score function as
spx, yq “

řk
j“1 µ̂pxqπj

, where y “ πk. That is to say, we greedily include classes in
our set until we reach the true label, then we stop. This procedure considers the
softmax outputs of all classes rather than just the true class. Then we conduct
the conformal procedure to set q̂ “ QuantileptS1, . . . , Snu, rp1 ´ αqpn ` 1qs{nq,
and formulate the prediction set as T pxq “ tπ1, . . . , πku, where k “ inftk1 :
řk1

j“1 µ̂pxqπj ě q̂u.

Conformalized Quantile Regression (CQR) Conformalized Quantile Re-
gression (CQR) [40] is a widely recognized CP method for constructing pre-
diction intervals, known for its simplicity and effectiveness. CQR is based on
quantile regression that acquires heuristic estimates µ̂α{2pxq and µ̂1´α{2pxq for
the pα{2q and p1´α{2q conditional quantile functions of Y given X “ x. The non-
conformality score is computed using the calibration set as: Si “ maxtµ̂α{2pXiq´

Yi, Yi ´ µ̂1´α{2pXiqu, for each pXi, Yiq P Ωcalib. Then the scores are employed
to calibrate the plug-in prediction interval T̂ pxq “ rµ̂α{2pxq, µ̂1´α{2pxqs. To be
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specific, we let q̂ be the prp|Ωcalib| ` 1qp1 ´ αqs{|Ωcalib|q empirical quantile of
tSpX1, Y1q, . . . , SpX|Ωcalib|, Y|Ωcalib|qu; the prediction interval for new input data
Xtest is then constructed as T pXtestq “ rµ̂α{2pXtestq ´ q̂, µ̂1´α{2pXtestq ` q̂s.

3.2 Soft and Hard Model Outputs

Suppose that we have a multi-class classification problem: any record of the
dataset belongs to exactly one of the K available classes. Let us denote those
classes by t1, . . . ,Ku. For such a problem, two particular types of classification
algorithms can be distinguished. On the one hand, a hard classifier outputs for
each record in the test set a decision to which class it thinks the record belongs:
the output is one of the K values. On the other hand, a soft classifier outputs
for each record in the test set a real-valued K´plex vector (typically but not
necessarily a probability): the output can be any value in R, and higher values
for the output correspond to a higher confidence that the records should be
assigned class corresponding to the indicator.

Next, suppose that we have a real-valued regression problem: any record
of the dataset could be mapped to exactly real-valued numbers. Let us denote
those numbers by Y . For such a problem, two particular types of regression
algorithms can be distinguished. On the one hand, a hard regressor outputs
for each record in the test set a decision to which number it thinks the record
can be mapped to: the output is a real-valued number. On the other hand, a
soft regressor outputs for each record in the test set an interval with which one
represents the lower quantile in the conditional distribution function of Y, and
the other represents the upper quantile. Fix the lower and upper quantiles to
be equal to αlo “ α{2 and αhi “ 1 ´ α{2. We will have an interval that covers
the true value Y with miscoverage rate α, with the lower and upper pair of
conditional quantile functions as qαlopxq and qαhipxq, as T pxq “ rqαlopxq, qαhipxqs.
By construction, this interval satisfies PtY P T pXq|X “ xu ě 1 ´ α. The length
of the prediction interval T pxq can vary substantially depending on the value of
X. This variation naturally captures the uncertainty in predicting Y , with wider
intervals indicating greater uncertainty [36, 46].

Hard regressors estimate the test response Yn`1 given the record rn`1 “ x by
minimizing the sum of squared residuals on the n training points: µ̂pxq “ µpx, θ̂q,
θ̂ “ argminθ

1
n

řn
i“1pYi ´ µpXi; θqq2 ` Rpθq. Here θ are the parameters of the

regression model and µpx; θq is the regression function, and R is a potential regu-
larizer. Conversely, soft regressors like quantile regression estimate a conditional
quantile function qα of Yn`1 given Xn`1 “ x. This can be cast as the optimiza-
tion problem q̂αpxq “ fpx; θ̂q, θ̂ “ argminθ

1
n

řn
i“1 ραpYi, fpX; θqq `Rpθq, where

fpx; θq is the quantile regression function and the loss function ρα is the “pinball
loss” defined by

ραpy, ŷq :“

#

αpy ´ ŷq if y ´ ŷ ą 0,

p1 ´ αqpŷ ´ yq otherwise.
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This makes quantile regression widely applicable. In a concrete setting with a
dataset at hand, we have information about each record ri, whose true label
or true response can be used as the perfect output of the hard model output.
At the same time, we can also extract input attribute information to compute
the soft model output. We investigate unusual interplay between these classifiers
and regressors in an Exceptional Model Mining setting.

3.3 The mSMoPE Model Class for EMM

Traditional EMM assumes a dataset Ω, which is a bag of N records of the form
pa1, . . . , ak, rq. Candidate subgroups are generated by a guided search through
the space spanned by the descriptors a1, . . . , ak, and generated candidates are
evaluated by a quality measure φ that assesses the candidate for exceptional be-
havior on the target space r; see [17, Algorithm 1] for an algorithm performing
this task. As k EMM descriptors, we can simply employ the k-dimensional input
space as introduced near the start of Section 3. The remaining challenge is to
extract a useful target space r out of the conformal predictions in the preceding
sections, and define a quality measure φ that sensibly determines whether gen-
erated candidate subgroups display exceptional conformal predictive behavior.

The goal of the mSMoPE model class for EMM is to let r capture the size
of prediction set or the interval of regressing prediction, which represent the
uncertainty level of how the model performs, and seek subgroups where this
uncertainty is extreme: one can parameterize the model class to seek highly
certain subgroups or highly uncertain subgroups. We are interested in such sum-
marization on the entire dataset to see the whole uncertainty level, and on the
subgroups to see how the descriptive information interplays with the uncertainty
information. We use these measures to define a quality measure for the mSMoPE
model class, that gauges how exceptional the uncertainty set is on a subgroup
compared to the uncertainty set on the entire dataset.

Generating r for Classification Models Suppose that the model that we
are analyzing is a classification model and the dataset is a classification dataset.
Firstly, we take the softmax output of the model as the soft outputs. Then
we can set the conformal score si “ 1 ´ µ̂pXiqYi to be one minus the softmax
output of the true class. Because we do not know whether the probability of
softmax output is any good, we can only treat it as the heuristic notion of
the uncertainty. Secondly, we define q̂ to be the rpn ` 1qp1 ´ αqs{n empirical
quantiles of ts1, . . . , snu on Ωcalib. Thirdly, for Ωtest, we can create a prediction
set T pXtestq “ ty : µ̂pXtestq ě 1´ q̂u that includes all classes with a high enough
softmax output. Finally, for each record pXi, Yiq P Ωtest, we set r “ |T pXiq|:
the size of its prediction set. The larger r is, the less certain the model is of its
prediction.

Generating r for Regression Models Suppose that the model we are analyz-
ing is a regression model and the dataset is a regression dataset. Firstly, we use
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the quantile regression model to get an initialized interval as rt̂α{2pxq, t̂1´α{2pxqs.
With the quantile output, we can define the score function to be the pro-
jective distance from y onto the interval as: spx, yq “ maxtt̂α{2pxq ´ y, y ´

t̂1´α{2pxqu. Here the scores are computed using Ωcalib. Secondly, we compute
q̂ “ Quantileps1, . . . , sn; rpn ` 1qp1 ´ αqs{nq and formulate the valid prediction
set by taking T pxq “ rt̂α{2pxq´ q̂, t̂1´α{2pxq` q̂s. Intuitively, the set T just grows
or shrinks the distance between the quantiles by q̂ to achieve coverage. Finally,
for each record pXi, Yiq P Ωtest, we set r equal to the length of the interval for
T pXiq. The larger r is, the more difficult the model finds the input data.

Quality Measures over r For the entire dataset or a given subgroup, we
have a distribution of target variable r, which represents the distribution of
uncertainty on the population level. In practice, we extract the average value of
the distribution as the representation of the target variable, denoted as Average
Uncertainty Loss.

Definition 1 (Average Uncertainty Loss). Given a (sub-)population S of
records in a dataset, the average uncertainty loss (AUL) is given by:

AULpSq “
1

|S|

ÿ

pXi,YiqP S

ri

Here, ri represents the computed size of prediction set or the length of interval
for record i.

In Exceptional Model Mining, we strive to find subgroups for which the target
interaction captured by the model class is exceptional. Exceptionality does not
occur in a vacuum: the behavior on a subgroup can only be exceptional when
contrasted with a reference behavior that represents normality. Often, target
behavior across the full dataset is used for this reference behavior, and so we
define the following quality measure for the mSMoPE model class.

Definition 2 (Relative Average Uncertainty Loss). Given a subgroup S of
Ω, its Relative Average Uncertainty Loss, φraul, is given by:

φraulpSq “ AULpΩq ´ AULpSq

To find subgroups for which the model is highly certain about its prediction,
i.e., subgroups for which the soft model works very well, one should maximize
φraul; positive values for φraul indicate that the soft model performs better than
usual on this subgroup. It is because the efficiency of conformal prediction is
higher than usual. To find subgroups for which the soft model does not work,
one should minimize φraul; negative values for φraul indicate that the soft model
performs worse than usual on this subgroup. It is because the efficiency of the
conformal prediction is lower than usual. Alternatively, one could find a list of
subgroups for which the soft model performs exceptionally in general, by maxi-
mizing |φraul|. The resulting list of subgroups could be partitioned into poorly-
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and well-classified subgroups in a post-processing step. In this paper, however, we
maintain the strict separation of bad and good subgroups by presenting results
of φraul-maximizing and -minimizing runs separately.

The definitions of these quality measures themselves are trivial. The main
contributions of Conformalized EMM and the mSMoPE model class for EMM
lie not so much in convoluted quality measure formulas, but instead in the path
taken through Conformal Prediction methodologies in order to arrive at mean-
ingful definitions of r (to subsequently be incorporated in quality measures for
EMM).

4 Experimental Setup

We evaluate the performance of Conformalized EMM in several experiments,
performed on several real-world datasets, and demonstrating the exceptional
subgroups Conformalized EMM can discover. By doing this, we aim to show
the effective performance through the newly defined model class mSMoPE and
the associated quality measure φraul. The contents are organized as follows.
Firstly, we introduce the datasets used in this paper. We introduce the source
of the data, the detailed composition of the data and the tasks in the data.
Secondly, we introduce the base model µ that is required to conduct Conformal-
ized EMM. Thirdly, we introduce the results, by listing the subgroups discov-
ered in the datasets. Source code for reproducing the experiments are released
https://github.com/octeufer/ConformEMM. Through the experiments, we aim
to answer the following questions:

1. Is Conformalized Exceptional Model Mining sufficient to tell where your
model performs (not) well?

2. Can Conformalized Exceptional Model Mining efficiently discover meaning-
ful subgroups from multiple datasets?

3. How does the performance of Conformalized Exceptional Model Mining vary
across models and datasets?

4.1 Datasets

We use a diverse set of public datasets. These datasets are: Wine quality, for
which the goal is to model wine quality based on physicochemical tests [29].
Online News Popularity, which summarizes a heterogeneous set of features
about the articles published by Mashable in a period of two years. The goal is
to predict the level of shares in social networks [29]. Helena, an anonymized
dataset for the classification task, including 100 classes [23]. Covertype, classi-
fication into forest cover types based on characteristics such as elevation, aspect,
slope, hillshade, and soil type [10]. MimicIII, a large database comprising dei-
dentified health-related data associated with over forty thousand patients who
stayed in critical care units of the Beth Israel Deaconess Medical Center [26].
California Housing, real estate data [37]. Year, the Million Song Dataset,
a collection of audio features and metadata for a million contemporary popular
music tracks [9]. Table 1 lists metadata of all these datasets.
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Table 1. Dataset metadata, with the average uncertainty loss for the MLP model.

i Ωi N k Task AUL(Ωi)

1 Wine Quality 4 898 11 classification 2.471
2 News Popularity 39 644 59 classification 8.377
3 Helena 65 196 27 classification 33.277
4 Cover Type 581 012 54 classification 1.085
5 MimicIII 7 414 19 regression 319.305
6 CA Housing 20 640 8 regression 279 400.923
7 Year 515 345 90 regression 25.161

4.2 Setting Up the Predictor

Conformalized EMM requires a predictor function µ, whose conformal predic-
tions lead to the generation of the EMM target space r, which ought to represent
the uncertainty regarding the performance of the model (for classification or re-
gression tasks). We employ a Multi-Layer Perceptron (MLP) as this base model.
The MLP that we implement follows common design principles. We compose the
model from multiple MLP blocks, each constructed by a linear fully-connected
layer with batch normalization [25], ReLU [5], and dropout [45]. We select this
NN architecture because it can handle all types of available attributes (binary,
nominal, numeric). Moreover, the architecture is flexible in the design so that it
can handle softmax outputs and quantile regression outputs.

4.3 Parameterization

As outlined in Section 3.3, we implement the CP algorithms so that the size of the
prediction set and the length of the prediction interval can be computed based
on the MLP model. The mSMoPE model class and the φraul quality measure
are implemented following [13, 14], where we restrict the search to a refinement
depth of 2, i.e., we allow the resulting subgroups to be defined on two condition
of the descriptors. This setting explores the expressive power of the resulting
subgroups and enhances their potential for the interpretation by domain experts.
Nothing restricts the use of the mSMoPE model class to subgroups defined by
only two attributes. We opt for this limitation to maintain a balance between
expressiveness and interpretability: exploring subgroups with more attributes
would be computationally feasible at the cost of less-interpretable results. The
search space is defined based on the types of attributes. For a binary attribute
ai, we consider the subgroups ai “ 0 and ai “ 1. If ai is a nominal attribute with
m distinct values v1, . . . , vm, we examine m subgroups of the form ai “ vj . For a
real-valued attribute, we explore multiple intervals using the dataset’s observed
values as interval endpoints. Among these, only two subgroups are reported: the
highest-scoring subgroup of the form aj ď vj and the highest-scoring subgroup of
the form ai ą vj . Finally, we use a parameter λ to bound the minimum subgroup
size, to combat overfitting: we only report subgroups that contain at least λ%
of the records in the dataset.
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Table 2. Top-3 subgroups per dataset maximizing φraul.

Ωi Most certain subgroups S φraulpSq

Ω1

free sulfur dioxide ą 130.444 and alcohol ą 10.756 1.471
free sulfur dioxide ą 130.444 and sulphates ď 0.507 1.471
free sulfur dioxide ą 130.444 and sulphates ď 0.411 1.471

Ω2

self reference max shares ą 562 200.000
7.082and self reference avg shares ď 76 711.111

self reference max shares ą 749 600.000
6.532and min negative polarity ď ´0.667

self reference max shares ą 562 200.000
6.282and num self hrefs ą 25.778

Ω3

V12 ą 226.693 and V10 ď 170.078 30.025
V21 ď ´14.767 and V12 ą 198.388 29.809
V21 ď ´14.767 and V19 ą 77.927 29.612

Ω4

Hillshade Noon ď 56.444
0.085and Horizontal Distance To Fire Points ď 7 173.000

Hillshade Noon ď 56.444
0.085and Horizontal Distance To Fire Points ď 6 376.000

Hillshade Noon ď 56.444
0.085and Horizontal Distance To Fire Points ď 5 579.000

Ω5

GLUCOSE ą 538.333 and SODIUM ď 135.667 136.275
GLUCOSE ą 538.333 and ALBUMIN ą 3.133 133.106
GLUCOSE ą 538.333 and CHLORIDE ď 106.000 132.774

Ω6

population ą 3 967.333 and households ď 1 352.333 51 232.926
population ą 3 967.333 and total rooms ď 8 432.000 51 137.378
longitude ą ´115.426 and median income ď 2.111 49 965.760

Ω7

V35 ď ´342.419 and V6 ď ´1.723 10.106
V35 ď ´342.419 and V1 ą 41.529 9.671
V3 ď ´94.950 and V35 ď ´201.227 9.655

We run our algorithms twice for each dataset: once maximizing φraul in order
to find subgroups on which the model performs well, with high certainty about
its outputs, and once minimizing φraul in order to find subgroups on which
the model performs poorly, with high uncertainty. In each run, we only report
subgroups whose AUL outperforms the baseline set by the AUL of the entire
dataset: the maximizing run reports only subgroups with φraul ě 0, and the
minimizing run reports only subgroups with φraul ď 0.

5 Experimental Results

For each dataset, the top-3 most certain subgroups found while maximizing φraul
are reported in Table 2, along with their qualities. When comparing the final
columns of Tables 1 and 2, the values for the datasets Wine Quality (Ω1) and
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Table 3. Top-3 subgroups per dataset minimizing φraul.

Ωi Most uncertain subgroups S φraulpSq

Ω1

sulphates ą 0.984 and total sulfur dioxide ą 152.667 ´2.529
sulphates ą 0.984 and free sulfur dioxide ď 33.889 ´1.529
chlorides ą 0.271 and sulphates ď 0.507 ´1.529

Ω2

LDA 04 ą 0.927 and abs title sentiment polarity ď 1.000 ´1.622
LDA 04 ą 0.927 and abs title sentiment polarity ą 0.333 ´1.622
LDA 04 ą 0.927 and abs title sentiment polarity ą 0.222 ´1.622

Ω3

V11 ď 28.576 and V2 ď 0.342 ´17.820
V11 ď 28.576 and V6 ď 0.371 ´17.276
V2 ď 0.122 and V10 ď 56.849 ´17.271

Ω4

Horizontal Distance To Fire Points ą 6 376.000
´0.790and Hillshade 3pm ą 225.778

Horizontal Distance To Fire Points ą 6 376.000
´0.790and Hillshade 9am ď 112.889

Elevation ď 2 525.333
´0.665and Horizontal Distance To Fire Points ą 5 579.000

Ω5

BUN ą 87.667 and ALBUMIN ď 2.600 ´114.185
ALBUMIN ď 2.067 and HEMOGLOBIN ą 10.867 ´108.213
ALBUMIN ď 2.067 and HEMATOCRIT ą 32.100 ´98.418

Ω6

median income ą 6.944 and housing median age ą 46.333 ´117 202.286
median income ą 6.944 and housing median age ą 40.667 ´115 196.680
median income ą 8.556 and housing median age ą 46.333 ´114 451.983

Ω7

V6 ą 8.905 and V2 ď ´164.854 ´18.338
V3 ą 214.741 and V35 ď 118.308 ´17.146
V3 ą 214.741 and V24 ď 1054.198 ´17.146

Cover Type (Ω4) stand out. For the subgroups found on these datasets, we see
that φraul is smaller than AUL(Ωi) by precisely 1, which implies that the av-
erage uncertainty loss of the top-ranked subgroups is just less than the average
uncertainty loss on the whole dataset. I.e.: Conformalized EMM discovered sub-
groups for which the classifiers are highly confident about their prediction set
so that the label is just the only one in the set. Even for datasets News Pop-
ularity and Helena, the size of prediction set in the subgroups that we found
is limited to 2 and 3 in average uncertainty loss. We can see that the average
uncertainty loss on the whole datasets for these datasets are 8.377 and 33.277. It
shows that Conformalized EMM discovers subgroups that are extremely certain
about their predictions comparing with the average uncertainty loss on the entire
datasets. For the regression tasks, we see that our algorithms found subgroups
that decrease the uncertainty prediction interval from 319.305 by 136.275, from
279 400.923 by 51 232.926, and from 25.161 by 10.106. This is a substantial drop.
More results and visualizations of our findings can be found in the supplementary
material [15].
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On the other hand, when comparing the final columns of Tables 1 and 3,
the values for the datasets Wine Quality (Ω1) and News Popularity (Ω2) stand
out. For the subgroups found on these datasets, we see that φraul is smaller than
AUL(Ωi), which implies that the average uncertainty loss of the top-ranked
subgroups is just larger than average uncertainty loss on the entire dataset. I.e.:
Conformalized EMM discovered subgroups for which the classifiers are highly un-
confident about their prediction set. We notice that for News Popularity dataset,
the discovered subgroups demonstrate an uncertainty set of size 10, which is the
largest set we encountered within our experiments: Conformalized EMM iden-
tified the prediction that contains all the possible labels in the prediction set,
which shows the most uncertain performance.

6 Conclusion

We introduce Conformalized Exceptional Model Mining (Conformalized EMM):
a method to discover subgroups in a dataset where a multi-class classifier or re-
gressor is exceptionally certain or uncertain about its own prediction. We express
this (un)certainty in terms of the size of the Adaptive Prediction Set for multi-
class classification problems, and the interval length in Conformalized Quantile
Regression for regression problems. The (un)certainty expression is subsequently
fed to the mSMoPE (multiplex Soft Model Performance Evaluation) model class
for EMM, discovering exceptional subgroups evaluated by the Average Uncer-
tainty Loss, a quantity expressing how well the soft model outputs can represent
the confidence of the model predictions. The quality measure φraul is designed
to find coherent subspaces of the dataset where the soft model performs highly
certain (when maximizing φraul), highly uncertain (when minimizing φraul) or ex-
ceptional (when maximizing |φraul|). Since EMM results in easily interpretable
subgroups, our focus is not on letting the machine improve the machine: the
primary goal in the mSMoPE model class for EMM is to provide a better un-
derstanding to the domain expert.

We illustrate the findings one could expect from the mSMoPE model class by
experiments on seven datasets. Some discovered subgroups are troublesome for
our model, and some subgroups are found where our model has barely any prob-
lems. The mSMoPE model class highlights as a particularly troublesome area a
subgroup in News Popularity dataset whose characterizing feature is associated
with all the classes in the dataset, and as a particularly benign area a subgroup
that is associated with one particular class. Overall, when maximizing φraul, one
easily finds small subgroups on which the soft model performs highly certain;
the subgroups on which the soft model performs highly uncertain are typically
less trivial, hence they demand further attention. The mSMoPE model class for
EMM helps to understand multi-class classification and regression, which leads
to ideas on how to improve the overall classifier or regressor performance.
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