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Abstract. Data streams are a challenging and ever more relevant set-
ting for clustering methods as more data arrives faster and faster. Stream
clustering strategies either determine the clusters in an online manner
directly as the instances appear, or they employ an offline phase where
the online summarization structures are processed to obtain a cluster-
ing result. A recent analysis found that offline clustering may often be
unnecessary or even counterproductive. The methods used in the offline
phase are usually fixed for each stream clustering approach and typically
stem from only a handful of clustering techniques. In this paper, we
perform a broad experimental analysis specifically targeting the offline
phase of stream clustering. We analyze several ways of extracting infor-
mation from the summarization structures, including a novel strategy
based on data generation. Ultimately, we showcase that an offline phase
is an impactful design choice for stream clustering. We also find that the
chosen offline method significantly impacts the clustering performance,
with the clustering quality improving drastically for some settings. Our
code is available at https://github.com/PhilJahn/SCOPE/.

Keywords: Clustering · Streaming Data · Unsupervised Learning · Of-
fline Phase

1 Introduction

In this modern world, the amount of data is ever-increasing. Many applications
continue to produce data infinitely, and as such, methods to handle the ongoing
inflow of data are highly demanded [7]. For data streams without a foreseeable
end, the amount of data becomes too large to store, which led to the development
of stream learning methods such as stream clustering [4, 40]. As with clustering
of static data, the goal is to find groupings of data where similar data points are
assigned to the same groups and dissimilar data points are kept separate.

A popular strategy for dealing with the constraints of the stream setting is
to split the clustering process into an online and an offline phase, where the
online phase deals with the ongoing stream, and the offline phase determines
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Fig. 1: Data Stream Processing: While the stream data is visualized, it is un-
available once it has been added to the micro-clusters. For micro-clusters, the
inner circle represents the deviation radius r, and the outer one the assignment
radius r+. The red points with black borders are reconstructed data points with
the size corresponding to the number of data points. The CluStream variants
are different processing strategies and will be explained in Section 3.

the actual clustering [2]. Most stream clustering approaches are limited to a
single specific offline clustering approach [14]. A recent study [61] has called
offline processing into question and has shown that it may be unneeded or even
disadvantageous. This study included leaving out the offline processing for two
preexisting stream clustering approaches, the partitioning StreamKM++ [1] and
the density-based DenStream [13]. Aside from this, they applied k-Means++ [6]
and DBSCAN [20], the offline algorithms used in StreamKM++ and DenStream,
respectively, to their own approach using micro-clusters, resulting in the pure
online summarization outperforming the offline-processed method.

However, evaluating the usefulness of clustering in the offline phase based on
the performance of only a few classical clustering methods can be misleading,
raising the question of whether the limitations generally lie in the offline pro-
cessing or merely in the specific selected offline clustering method. Due to the
typical lack of strict time constraints [14], the offline phase is also more suitable
for optimization than the online phase, which can not be replayed and is more
resource-constrained. Thus, in this paper, we investigate the clustering step in
the offline phase by incorporating a wide variety of offline clustering methods into
a preexisting stream clustering approach. We compare them among each other
and against the approach without any offline clustering. As the previous work
only examined partitioning and density-based techniques in this context [61],
our examination also focuses on these categories. In this study, CluStream [2]
serves as a representative, as it is one of the most well-known stream clustering
algorithms and the basis [14] built upon by other widely used stream clustering
methods like StreamKM++ [1] and DenStream [13]. Figure 1 visualizes our study
design. To the best of our knowledge, we are the first to investigate the offline
phase of stream clustering with a diverse set of offline clustering algorithms. For
the examined datasets, our results have shown that if the offline processing is ad-
justed, it is possible to boost the performance of the stream clustering method
significantly. In one experiment, swapping the offline clustering algorithm for
CluStream resulted in almost a doubling of performance compared to the typ-
ical configuration of CluStream. Interestingly, using CluStream with the same
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underlying clustering as some competitor techniques outperforms them in multi-
ple cases. As such, future evaluations of online summarization techniques should
be done with awareness of this factor, as a correctly chosen offline algorithm may
dominate the performance of the overall evaluation. Based on CluStream as a
leading example, our main contributions are:

– We investigate 12 different offline clustering approaches as processing tech-
niques for the offline phase.

– We introduce a novel way of replicating data from online summaries.
– We investigate and compare multiple ways of processing the summaries.
– We perform an extensive evaluation in the context of other stream clustering

approaches and pure online summarization as clustering.

2 Related Work

2.1 Clustering

Clustering methods group similar data objects together while separating dissimi-
lar objects. There are many types of offline clustering algorithms [47] that handle
different concepts of data similarity. Here, we put our focus on partitioning and
density-based clustering approaches. While there are many more techniques, like
hierarchical and grid-based methods, we do not cover them in this work.
Partitioning Clustering Partitioning approaches split the data into distinct
partitions. Their most prominent representative is k-Means [37], which finds k
clusters by iteratively assigning each point to its closest center and updating
the k centroids. It has led to many derived techniques. SubKMeans [41] per-
forms a dimensionality-reduction simultaneously with the clustering. A major
focus is the automatic determination of the cluster number k. X-Means [49] does
this k-estimation by optimizing information criteria. Projected Dip-Means (P-
DipM) [15] applies a test for unimodality on multiple different one-dimensional
projections. Aside from these k-Means-based approaches, Spectral Clustering
(SC) [38] is a popular approach that transfers the task to a k-dimensional rep-
resentation based on the similarity graph. Other clustering algorithms, though
usually k-Means, can be applied to obtain the final clustering. SpectACl [28]
incorporates the average density into the process of SC.
Density-based Clustering In density-based clustering, clusters are dense re-
gions with many data points that are separated by areas of lower point den-
sity. A common variant is searching for density-connected clusters, such as in
DBSCAN [20], where clusters are comprised of density-connected points within
dense areas. However, DBSCAN cannot find clusters with varying levels of den-
sity. Later innovations have attempted to address this issue. HDBSCAN [12]
uses hierarchical clustering concepts to do so. RNN-DBSCAN (RNN-DBS) [11]
uses reverse nearest neighborhood sizes to define dense points and uses neigh-
borhood relations rather than distances to handle connectivity. In contrast to
these density-connectivity-based approaches, there are also methods based on
detecting density-peaks, e.g., DPC [52]. Density peaks are characterized by high
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local density and large distances to other candidates for density peaks. These
peaks serve as centroids for the clusters. SNN-DPC [36] introduces an allocation
strategy based on the incorporation of shared nearest neighbors. DBHD [18] uses
local density to determine clusters with the help of the k-nearest neighborhood
while allowing for some density variation within clusters.

2.2 Stream Clustering

The stream setting adds many additional constraints to tasks like clustering [4].
Stream data may be infinite and arrive continuously in an uncontrollable order.
As such, storage is only possible in a limited manner. Additionally, the under-
lying distribution of the data can change over time [23]. Thus, stream cluster-
ing requires both a summarization structure and a window or forgetting mech-
anism [61]. Summarization structures maintain temporary information about
data points but may differ in what information is saved. As with regular cluster-
ing, stream clustering offers a diverse set of different strategies and underlying
concepts [4, 40, 14, 65]. In this paper, we focus solely on partitioning and density-
based methods. A wide array of methods outside these constraints exist, such as
hierarchical [51] and grid-based [57] stream clustering techniques.

Most stream clustering methods can be grouped into either online or online-
offline methods [40]. Online methods directly return the clusters upon processing
the data. In contrast, online-offline methods perform postprocessing, typically
with an offline clustering method, either at fixed timesteps or based on user in-
put. Unlike online processing, offline processing is usually not time-critical [14].
The chosen offline clustering method impacts the resulting cluster shapes [4]
and is often not specific to a method. Instead, it could also be combined with
different online methods [14], though generally, this is not addressed by stream
clustering approaches. Instead, most approaches describe one specific offline pro-
cessing behavior that usually corresponds to one of a few clustering approaches
(e.g., k-Means [37], DBSCAN [20]) or a modification thereof. Kranen et al. [31]
note that the summaries of their method ClusTree could be used with any offline
clustering algorithm, including both partitioning and density-based approaches.
However, they did not evaluate this aspect in their experiments. In their follow-
up approach LiarTree [32] they do not elaborate further on this aspect or specify
the offline clustering approach.
CluStream CluStream [2] is a fundamental stream clustering method which had
a major influence on subsequent stream clustering approaches [14]. CluStream
maintains a set of micro-clusters to summarize regions of interest. The radius r
of a micro-cluster is based on the deviation of the assigned points. Here, there
are differences depending on the implementation. For MOA [10], the maximum
deviation value for any dimension is used, whereas River [43] uses the average
across all dimensions. Data point assignment occurs if a data point falls within
a maximum boundary factor mbf · r of the centroid. We call this assignment ra-
dius r+. A new micro-cluster is created if a new point falls outside of this range
for their closest micro-cluster. To maintain a limited number of micro-clusters,
they are merged based on the closest pairs. Alternatively, micro-clusters that
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have not received a new data point for too long are aged out. The micro-clusters
are then employed in the offline phase to determine the actual clusters using
weighted k-Means (Wk-Means) [37]. CluStream has led to the development of
multiple related techniques. Spark-CluStream [8] employs a weighted sampling
of the micro-cluster centroids. While some variants change the micro-cluster pro-
cessing procedure, most perform a k-Means-based offline clustering, with some
introducing k-estimation techniques [5]. Still, the recent DynamicCluStream [3]
instead merges overlapping micro-clusters to form clusters.
Competitors As competitors for this work, we included a collection of both
traditional and recent stream clustering approaches. STREAMKmeans [46] is a
variant of STREAMLSEARCH [46], where the k-median clustering is replaced
with k-Means. It works on the basis of performing clustering chunk-wise and then
storing the resulting centers. The final clustering is produced using a weighted
clustering on a fixed number of these centers. DenStream [13] incorporates the
density-connectivity principles of DBSCAN [20] into an online-offline stream
clustering framework. Micro-clusters mimic the typical hierarchical structure of
DBSCAN based on the weight and radius of the micro-cluster. The weights
of micro-clusters decay over time. Points are assigned based on a distance-
parameter ε that is also used for the DBSCAN clustering in the offline phase.
DBSTREAM [26] tracks the number of data points that would be assigned to
each pair of micro-clusters. These values are then used to merge micro-clusters
into full clusters in the offline phase, rather than a traditional offline clustering
algorithm. EMCStream [66] is a recent method that works by clustering UMAP
[42] embeddings with k-Means [37]. EMCStream includes a rewind function when
concept drift is detected, though the rewind is limited to a set amount of input
data. MCMSTStream [19] is another recent approach that represents the stream
by micro-clusters with a fixed radius. Clusters are determined through mini-
mum spanning trees [24], where micro-clusters within a certain range of another
are included in the same cluster. The recent GB-FuzzyStream [62] introduces a
two-level architecture of fuzzy summarization structures, called Fuzzy Granular-
Balls (FGBs) and Fuzzy Micro-Balls (FMBs). FGBs summarize incoming data,
whereas FMBs are formed through the combination of FGBs. In the offline phase,
DPC [52] is applied on the centers of the FMBs to determine the clusters.

2.3 Data Generation

Many different types of data generation methods are available that generate new
synthetic instances based on given instructions, often in the form of sampling
distributions. These distributions either receive their own label or are combined
to form more complex clusters [30]. While commonly applied in benchmarking
and evaluation, in the case of SMOTE [16], data generation is used to deal with
imbalanced data by artificially increasing the number of minority class samples.
Especially relevant for this work is SMOClust [17], a stream-based variant of
the SMOTE approach. SMOClust makes use of the online summaries of stream
clustering approaches to generate new samples for the minority class.
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3 Offline Handling for CluStream

Offline Processing The offline phase of CluStream works by taking the cen-
troids of the micro-clusters and using them as input for a traditional cluster-
ing algorithm. The reported cluster label for a specific centroid then serves as
the label for the whole micro-cluster. Regular CluStream uses Wk-Means with
the micro-cluster weights as weights. Since we want to evaluate the impact of
various offline clustering algorithms, we substitute Wk-Means with 12 different
clustering algorithms selected from both traditional methods and more recent
techniques. These are put into contrast with CluStream-O, a CluStream vari-
ant that directly uses the micro-clusters determined in the online phase for the
cluster assignment rather than performing an offline phase. When incorporating
other offline clustering algorithms into the base CluStream, the process is simi-
lar to Wk-Means. The centroids of the micro-clusters are used as prototypes to
reconstruct the real data points when training the offline clustering algorithms.
We refer to the form of CluStream, which directly replaces Wk-Means and uses
only the centroids as inputs, as CluStream-C (Centroid CluStream). Unlike
k-Means, most offline clustering approaches do not offer a weighted variant and
thus need other ways to introduce weights to fully exploit the online summaries.
Weighted Data Reconstruction As with Spark-CluStream [8], a fake weight-
ing scheme can be introduced independently of the choice of offline clustering
method on the side of the data reconstruction technique. A naive approach is
to multiply the centroids by the weight of the micro-cluster. This would corre-
spond to a true weighted clustering. We refer to this approach as CluStream-W
(Weighted CluStream). Furthermore, we include CluStream-S (Sampled CluS-
tream), which is similar to Spark-CluStream, where we sample a limited number
of points from the centroids based on their relative weight ratios rather than
the absolute values. All centroids are present in the reconstructed data at least
once, so no micro-cluster is lost due to the sampling. The label assignment uses
the clustering label determined for the closest centroid.
Generative Processing Additionally, we introduce a generative approach to
produce suitable input data for offline clustering algorithms. As the micro-
clusters offer both a centroid and a radius, we can use them as definitions for
distributions for synthetic data generation. Since the real distribution of the
data points within a micro-cluster is no longer available, we instead use a uni-
form distribution over the hypersphere defined by the micro-cluster (see, e.g.,
[30]). As with River [43], we define r as the average standard deviation across all
dimensions. Since points assigned to a micro-cluster may lie outside of this micro-
cluster radius r, the assignment radius mbf ·r = r+ is instead used as the radius
of the generating hypersphere. This approach is denoted CluStream-G (Gen-
erative CluStream) and generates a limited number of data points. The centroid
of every micro-cluster is also included, meaning that, as with CluStream-S, all
micro-clusters are represented. The mapping of data points to clusters in CluS-
tream happens on a micro-cluster basis. Every evaluated point is simply assigned
to the closest micro-cluster. The label of that micro-cluster is then used as the
label for the data point. However, the micro-clusters may not be homogenous,
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Table 1: Properties of used datasets
Name Key Type Shuffled? # Dim. # Obj. k One-off?

Complex-9 [9] Comp-9 Synthetic Yes 2 3031 9 No
DENSIRED-2 [30] DEN-2 Synthetic Yes 2 5000 11 Yes
DENSIRED-10 [30] DEN-10 Synthetic Yes 10 5000 11 No
DENSIRED-100 [30] DEN-100 Synthetic Yes 100 5000 11 Yes
RBF-3 400005 RBF-3 Synthetic No 2 40000 8 No
Fertility-vs-Income6 [59] FvI Real-World No 2 4014 2 Yes
Electricty [54] Elec Real-World No 8 45312 2 Yes
KDDCUP99 [54] KDD99 Real-World No 41 494021 23 No
Gas Sensor Array [54] Gas Real-World No 128 13910 6 No
Star Light Curves [54] SLC Real-World No 1024 9236 3 Yes

adding some level of granularity to this. When using generative approaches, the
points are not just focused on the centroid of each micro-cluster, but are instead
more spread out. As a result, the clustering approaches can produce different
labels for different reconstruction points even if they are created from the same
micro-cluster. These points are then used to label the data rather than just the
centroid. The assigned labels for CluStream-G are based on the labels of the
nearest neighbor within the generated dataset rather than just considering the
centroids as done in regular CluStream. Thus, the final step is comparable to the
nearest neighbor classifier [21]. A more formalized description of the CluStream
variants can be found in the supplementary file.

4 Experiments

4.1 Experiment Setup

We present the properties of all used datasets in Table 1, though some were
only one-off datasets used for either Section 4.5 or Section 4.6. Some datasets
(Complex-9 and DENSIRED variants) were shuffled for the experiments as
they were presorted based on the ground truth labels. All other datasets were
not shuffled and retain any present concept drift [23]. We examine the effects
of this drift using the FvI dataset in Section 4.5. We used the River stream
learning library7 [43] as a base for our evaluation. We used their implemen-
tations of DenStream, DBStream, and STREAMKmeans, as well as a modi-
fied version of their CluStream code. EMCStream8, MCMSTStream9 and GB-
5 https://github.com/CIG-UFSCar/DS_Datasets/tree/master, last accessed

25.02.2025, based on data generation from MOA [10]
6 Dataset created from data from the Gapminder data repository https://www.
gapminder.org/data/, last accessed: 05.06.2025

7 https://github.com/online-ml/river, last accessed: Feb 20th, 2025
8 https://gitlab.com/alaettinzubaroglu/emcstream, last accessed: Feb 20th, 2025
9 https://github.com/senolali/MCMSTStream, last accessed: Feb 20th, 2025
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FuzzyStream10 were adapted from the linked repositories. k-Means(++), SC,
DBSCAN and HDBSCAN were from scikit-learn11 [48]. SubKMeans, X-Means
and Projected Dip-Means were from ClustPy12 [34]. SpectACl13, SNN-DPC14

and DPC15 were taken from the linked repositories. Our implementations of
RNN-DBS and DBHD are available in our repository. There was a 7-day time
limit for experiments, which was exceeded by some approaches.

4.2 Parameter Selection

We used the AutoML approach SMAC316 [35] to look for the best parameters
for both the CluStream variants and the competitors. We apply the same param-
eters across the full stream and optimize based on batches, circumventing the
problems arising from using traditional AutoML for stream clustering methods
[14]. We downsample large datasets for AutoML, as recommended (e.g., in [64]).
As in prior research on AutoML for clustering [53], we give a fixed time limit for
all approaches. All experiments were executed on the same hardware (Intel(R)
Xeon(R) CPU E5-4640 v4 @ 2.10GHz). For CluStream variants, we split the
time budget so that 20% of the time was spent on the online phase and 80% on
the offline phase. Most CluStream variants use the parameters obtained from the
same online phase optimizations for comparability and use 100 micro-clusters.
CluStream-O variants with different micro-cluster numbers are optimized sep-
arately. CluStream-S and CluStream-G generate around 1000 points for each
evaluation batch. We use the ground-truth cluster number for methods requir-
ing an input cluster number. For more details, see the supplementary file.

4.3 Metrics

For evaluating the clustering results, we used adjusted rand index (ARI) [29] and
adjusted mutual information (AMI) [45]. Both metrics have a maximum value of
1, where higher is better. We use the sum of both to optimize the results of the
parameter selection. For fairness, the metrics are calculated in batches of 1000,
and the mean value over 5 seeds is reported for the best-performing parameters.

Many definitions for the similarity between datasets have been proposed [56].
For the paper, we focus on strategies that do not require ground-truth labels.
Bag of prototypes (BoP)17 [58] is a method of representing datasets by deter-
mining patches within the dataset. The Jensen-Shannon divergence [22] between
the histogram for the patches in the original dataset and the histogram pro-
duced by the assignment of the points of the projected compared dataset is
10 https://github.com/xjnine/GBFuzzyStream, last accessed: Feb 20th, 2025
11 https://scikit-learn.org, last accessed: Feb 20th, 2025
12 https://github.com/collinleiber/ClustPy, last accessed: Feb 20th, 2025
13 https://bitbucket.org/Sibylse/spectacl, last accessed: Feb 20th, 2025
14 https://github.com/liurui39660/SNNDPC, last accessed: Feb 20th, 2025
15 https://github.com/colinwke/dpca, last accessed: Feb 20th, 2025
16 https://github.com/automl/SMAC3, last accessed 30.01.2025
17 https://github.com/Klaus-Tu/Bag-of-Prototypes, last accessed: 02.12.2024
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then used as a similarity score. Furthermore, the Maximum Mean Discrepancy
(MMD) is also a common method for comparing distributions [25, 50]. We used
the PyTorch-based implementation from [60]18 to compute the MMD, which, by
default, examines the distributions using five different kernel functions. Aside
from distributions, Classifier Two-Sample Tests [63, 50] are also used to assess
the similarity between datasets. Here, a binary nearest-neighbor classifier [21]
is trained to discriminate between the data of both datasets. We distinguish
between the leave-one-out accuracy using the real data points (CAr) and the
offline points (CAo) based on which points the accuracy is calculated for. We
also report the average distance of the real data points to the closest offline data
point (NNd) and the average distance of an offline data point to its closest real
data point. The scores are calculated in batches of 1000, and the weighted av-
erage score is reported. Smaller values denote a closer resemblance of data. The
purity of a clustering [39] is the accuracy if each cluster is assigned its majority
ground-truth label. We treat all unique offline data points as potential cluster
labels and report the purity for assigning the real data points to their closest
offline data point. This value represents a hard boundary for the performance
of the stream clustering algorithm, as the CluStream-based approaches can not
distinguish clusters beyond this. To maintain the logic of smaller values denoting
a better score, we instead track the Impurity (Imp.), defined as 1−Purity. Purity
has also been used as the primary metric for evaluating the offline phase in a
prior work [61]. However, we opted for ARI and AMI, as the usage of Purity
requires a restriction to a similar number of clusters to allow for a meaningful
comparison, and we aimed for multiple methods without a specified number of
clusters. Still, we report the Purity performance in our supplementary file.
For evaluating the cluster evolution, we use the Temporal Silhouette index
(TS)19 [59] and the Cluster Mapping Measure (CMM) [33]. TS is an unsuper-
vised cluster validation index designed to handle concept drift, whereas CMM
is a supervised evaluation metric designed for stream data. We use the objects
within the smallest hypersphere that covers all objects with the same label as
the ground truth clusters. We include our implementation of the CMM in our
repository. While TS is calculated for the full clustering with the most suitable
clusters per batch based on the overlap mapped to the ground truth, CMM is
calculated in batches of 1000, and the weighted average is reported.

4.4 Performance Impact of the Offline Phase

The metrics for best-performing parameters when directly replacing Wk-Means
in CluStream (CluStream-C) and all competitors are given in Table 2. Colored
cells denote the relationship in performance between CluStream-O and other
approaches, where red/blue means it is worse/better than the best variant of
CluStream-O, with saturation indicating the relative performance. The results
show that the chosen offline strategy has a strong impact on CluStream’s per-
formance. This can be seen best for Comp-9, where the best-performing offline
18 https://github.com/jindongwang/transferlearning, last accessed: 08.03.2025
19 https://github.com/CN-TU/py-temporal-silhouette, last accessed: 05.06.2025
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Table 2: Mean metric scores over 5 seeds for evaluated datasets for best-
performing parameters according to the sum of ARI and AMI (×100). The best
scores are marked as bold, and the second-best scores are underlined.
Name Comp-9 DEN-10 RBF-3 KDD99 Gas

ARI AMI ARI AMI ARI AMI ARI AMI ARI AMI
STREAMKmeans 41.6 61.6 28.8 52.6 68.4 74.6 94.0 87.0 11.6 17.0
DenStream 50.0 70.5 60.0 73.2 63.3 69.9 79.2 75.9 35.3 53.0
DBSTREAM 56.9 69.3 67.8 74.9 69.6 76.1 92.5 85.2 26.3 50.1
EMCStream 57.3 80.4 60.3 73.9 53.6 66.3 81.6 76.8 35.1 41.7
MCMSTStream 65.3 74.5 73.7 84.7 74.8 78.1 90.3 82.7 16.4 38.4
GB-FuzzyStream 20.0 57.5 19.8 43.4 31.0 51.4 - - 5.8 20.4
CluStream-O - var. k 48.7 66.9 53.2 70.7 65.2 73.2 89.5 83.5 27.4 50.1
CluStream-O - fixed k 41.6 64.7 16.0 34.3 60.2 71.2 87.1 80.6 25.5 37.8
CluStream-O - k=100 9.5 53.0 49.7 69.8 41.9 60.3 80.3 67.5 24.2 50.5
CluStream - Wk-Means 36.8 62.8 54.5 67.9 75.3 78.4 89.7 77.5 32.0 45.2
CluStream-C - k-Means 37.6 63.4 14.4 37.2 73.5 77.8 90.4 79.6 24.7 39.4
CluStream-C - SubKMeans 35.7 61.3 35.9 53.9 73.5 77.5 90.4 79.6 24.2 38.7
CluStream-C - X-Means 49.9 66.7 26.6 47.3 76.3 79.3 90.2 79.6 29.8 52.4
CluStream-C - P-Dip-M 0.0 0.0 0.0 0.0 18.3 24.4 89.6 79.0 12.7 20.3
CluStream-C - SC 47.7 72.8 49.6 64.7 76.8 79.0 91.2 81.4 31.6 45.3
CluStream-C - SpectACl 60.8 79.0 55.9 74.5 66.5 76.4 89.6 80.0 26.4 39.0
CluStream-C - DBSCAN 73.4 86.5 52.8 70.3 63.7 77.1 90.6 78.0 26.5 50.9
CluStream-C - HDBSCAN 71.9 85.7 58.3 73.2 72.0 79.6 90.7 80.5 34.7 51.4
CluStream-C - RNN-DBS 37.0 69.2 9.5 22.1 65.1 71.9 87.6 79.8 32.4 49.0
CluStream-C - DPC 45.0 75.7 56.5 70.2 69.3 76.7 92.1 83.7 31.5 52.2
CluStream-C - SNN-DPC 46.3 68.0 25.6 49.4 59.0 69.2 86.1 77.6 29.6 47.0
CluStream-C - DBHD 52.3 75.9 57.7 69.9 73.4 78.5 88.4 79.4 35.6 54.0

clustering technique has almost double the ARI score of the default case. Clu-
Stream-C, with a properly chosen offline phase method, often beats the com-
peting strategies. Still, it is noticeable that the best offline strategy depends
on the dataset. This lines up with the statement that the offline phase method
determines the final cluster shapes [4]. Specifically, density-based approaches
work best for datasets with arbitrarily shaped clusters (like Comp-9). DEN-10
has multiple density levels, leading to more difficulty for DBSCAN. In contrast,
centroid-based techniques perform well for RBF-3, where the dataset consists of
multiple moving distributions. Despite CluStream originally working with Wk-
Means, a density-based offline clustering often results in a better performance.

We also compared the results against CluStream-O with different settings for
cluster count k. Clustream-O var. k allows for a flexible choice of clusters beyond
the ground-truth cluster number, which was used for CluStream-O fixed k and
all other approaches requiring the cluster number. CluStream-O with k=100 uses
the same micro-clusters as CluStream-C. In the results we see that CluStream-O
is a viable strategy that can outperform CluStream when using an offline phase,



Going Offline 11

especially for the default setup of CluStream. This reinforces the observations
made by Wang et al. [61]. For CluStream, the micro-clusters already roughly
adhere to the same ideas as k-Means, where points are assigned to centroids that
adjust based on the data. The online phase also has the advantage of accessing
real data points, whereas the offline phase can only use summaries. Despite
this, an appropriate choice of the offline clustering algorithm still often leads to
CluStream outperforming CluStream-O. For all examined datasets, there is at
least one configuration that manages to perform better than the best CluStream-
O variant, though these are not necessarily the same variants on all datasets.

When using the same underlying clustering methods as CluStream-C, some
competitors can have a worse performance. Specifically, DenStream is similar
to CluStream, but introduces concepts of DBSCAN in its summaries. Despite
its less specialized micro-clusters, CluStream-C outperforms DenStream when
using DBSCAN in the offline phase for three of the five datasets in Table 2. Still,
on one of these three, DenStream outperforms the default CluStream variant.
Thus, stream clustering methods should also be compared using the same offline
methods, as the final performance is impacted by the chosen offline method.

4.5 Cluster Evolution

Concept drift [23] and subsequent cluster evolution [55, 33] are important factors
for the real-world application of stream clustering [44]. To examine the cluster
evolution, we drew on prior research [59]. Like them, we use the FvI dataset to
showcase this and aimed to use the same parameters they did. They provide the
code they used for evaluating the real datasets in their repository20. We set the
parameters for TS [59] to the default parameters described in their paper, which
also correspond to the ones they used in their code. These are a window-size
w of 100, the number of neighbors k to 1000, and ς to 1. CMM [33] requires
a neighborhood size k, which was set to 5. In the description of CMM, this
parameter is noted to only have a minor impact when varied between 1 and 10.

The clustering results for several stream clustering algorithms are presented
in Figure 2. Here, we selected the best run among five runs with default param-
eters and five with optimized parameters, based on the sum of ARI and AMI.
The mapping to the ground truth clusters was done based on the largest overlap
within each batch of size 1000. The chosen offline algorithm has a significant
impact on the ability to handle cluster evolution. A major factor appears to be
the ability of methods to determine the cluster number on their own. Here, these
estimations often lead to overestimation, which negatively impacts the TS index.
Still, oversegmenting appears to have the advantage with CMM. This behavior
can be attributed to CMM performing its own matching and, as such, handling
the additional cluster labels without an additional malus. As the oversegmented
clusters may be comparatively pure, this leads to high performance with CMM.
This again highlights the importance of aligning metrics and goals during eval-
uation and of selecting offline clustering methods that suit the problem setting.
20 https://github.com/CN-TU/py-temporal-silhouette, last accessed: 05.06.2025
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Fig. 2: Clustering behavior of the best-performing run according to ARI and
AMI for selected stream clustering algorithms on the FvI dataset

4.6 Offline Replication Quality

In Table 3, some values for centroid-based offline approaches (CluStream-C (CS-
C), CluStream-W (CS-W), and CluStream-S (CS-S)) are the same, and thus
reported only once. These are the metrics that cover the assignment of real data
points to offline data points. Here, CluStream-G always outperforms the other
approaches. This is inherently the case as CluStream-G includes all centroids.
Nonetheless, the Impurity score showcases a significantly higher ceiling for the
clustering performance. However, with increasing dimensionalities, the gap be-
tween CluStream-G and the other approaches in terms of the nearest neighbor-

Table 3: Dataset replication scores for CluStream offline clustering inputs for
default parameters (×100). The best scores are marked in bold.

Key CS-C CS-W CS-S Centroid CluStream-G
iNNd iNNd iNNd NNd CAr Imp. iNNd NNd CAr Imp.

Comp-9 0.88 0.97 0.96 2.62 86.0 0.10 1.07 1.19 46.5 0.00
DEN-2 0.82 0.58 0.59 1.85 86.4 4.98 0.80 0.84 57.3 0.60
DEN-10 7.52 4.03 4.12 7.90 86.2 9.28 5.89 6.54 84.8 0.80
DEN-100 0.27 11.25 10.72 27.14 89.1 37.56 13.05 26.37 88.9 13.54
RBF-3 0.79 0.49 0.51 1.86 86.5 4.60 0.58 0.75 47.2 2.30
Elec 2.82 3.06 3.05 6.91 85.3 18.39 3.86 5.94 79.3 9.19
KDD99 4.22 1.93 2.03 3.21 69.2 0.37 2.12 3.14 68.9 0.12
Gas 4.11 3.82 3.84 7.99 78.5 6.11 3.96 7.90 78.0 1.63
SLC 26.50 45.42 45.09 100.09 80.1 13.71 45.50 99.89 80.0 6.93
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Table 4: Additional dataset replication scores for CluStream offline clustering
inputs for default parameters (×100). The best scores are marked as bold.

Name CluStream-C CluStream-W CluStream-S CluStream-G
CAo BoP MMD CAo BoP MMD CAo BoP MMD CAo BoP MMD

Comp-9 0.6 7.2 0.6 98.8 9.5 0.7 99.6 9.0 0.6 53.4 2.7 0.6
DEN-2 0.0 18.3 37.0 97.0 14.5 3.4 98.5 14.1 3.5 60.1 5.1 3.6
DEN-10 0.2 29.3 109.1 92.6 11.7 5.6 97.7 11.5 5.7 82.8 8.4 5.8
DEN-100 0.0 39.0 214.4 87.5 29.7 9.2 98.0 29.0 6.4 98.0 29.0 6.0
RBF-3 0.0 20.2 15.1 97.1 13.9 1.0 98.3 13.6 0.9 53.4 3.1 0.9
Elec 0.1 8.4 2.6 99.6 9.4 1.3 99.8 9.0 1.2 89.2 6.4 1.2
KDD99 1.1 34.3 124.8 92.9 11.4 23.0 98.9 11.3 23.6 97.0 10.8 23.6
Gas 0.3 20.2 42.6 97.2 13.7 1.4 98.8 13.5 1.5 98.8 13.0 1.5
SLC 0.6 22.9 36.1 91.4 31.4 7.4 97.1 30.6 7.1 97.1 30.4 7.1

hood diminishes. This behavior is expected due to the Curse of Dimensionality
as the generated points are typically close to the hypersphere boundaries [27].

For the iNNd score in Table 3, CluStream-G consistently performs worse than
other approaches as it spreads its offline points further. Especially for higher
dimensionalities, this can lead to some points being far apart from real data
points. For CAo in Table 4, using CluStream centroids without weighting returns
the best results. Since there is only one replicated point per micro-cluster, it
only requires a real data point to be closer to a centroid than another micro-
cluster. When evaluating the distributions, which are covered by BoP and MMD
in Table 4, CluStream-G again performs well, though it does not outperform
other techniques for all examined datasets. However, even when performing worse
than other approaches, the scores are still fairly close to the best-performing
ones. Depending on the dataset, the weighting can be both advantageous and
disadvantageous. Although weighting allows for better mimicking of the real
data regarding point presence, the lack of weight reduction over time can lead
to deviations from the current real distributions during later timesteps.

4.7 Performance Impact of the Offline Replication

Another aspect to evaluate is the impact of the offline replication technique on
the clustering performance. An overview of the results for the best-performing
parameters can be seen in Figure 3. As CluStream does not include decay of the
micro-cluster weights, they accumulate for streams where micro-clusters survive
for a long time and summarize many data points. This could lead to large sizes of
the generated data for CluStream-W, which can result in scalability issues and
does not align with the constraints of stream clustering, as the weights could
grow infinitely. Despite most clearly approximating a weighted clustering, it is
often outperformed by the other weighted approaches or CluStream-C.

Although CluStream-G generally results in a better representation of the real
data according to the dataset similarity metric, this does not necessarily result
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Fig. 3: Mean ARI results over 5 seeds for the datasets Complex-9 (1), RBF-3
40000 (2), DENSIRED-10 (3), Gas Sensor Array (4), and KDDCUP99 (5) for the
best-performing runs of STREAMKmeans (A), DenStream (B), DBSTREAM
(C), EMCStream (D), MCMSTStream (E), GB-FuzzyStream (F), CluStream-
O (G) (also marked by the horizontal line), as well as the CluStream variants
(denoted by hatch) for the respective offline clustering algorithms, including the
default case of Wk-Means (H). The color indicates the offline clustering. The
standard deviation over the different seeds is denoted by gray bars at the top.

in a better clustering performance. The introduction of weights appears to be
advantageous for many methods, though it can lead to mixed results for some
approaches, which is particularly noticeable in RNN-DBS and X-Means. For the
case of density-connectivity approaches, the introduction of weights translates to
a shift from connecting singleton micro-clusters to connecting primarily within
the micro-clusters themselves for higher-weight micro-clusters for CluStream-S.
This can be interpreted as a shift between a global representation for single-
ton micro-clusters, where the broader structure is made clearer, and a more
local representation when weights are introduced, leading to some trade-offs.
For CluStream-G, the higher spread can lead to individual generated points be-
coming their own clusters while the overall distances between micro-clusters are
reduced, making them harder to separate for density-connectivity approaches.
Still, it can also lead to connections between micro-clusters with a large radius
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that belong to the same ground-truth cluster. For density-peak and partitioning
methods, the introduction of weights helps differentiate between micro-clusters in
terms of relevance. Generating the data points also allows for a better mimicking
of the distributions. This is most noticeable for P-DipM, which improves signifi-
cantly due to a better representation of the distributions used in the unimodality
test. In contrast, P-DipM consistently failed during the parameter optimization
for approaches that only multiply the centroids for higher-dimensional data.

5 Discussion and Conclusion

We performed a broad evaluation of the offline phase on the example of Clu-
Stream, investigating different offline clustering strategies from different cate-
gories. We also investigated different approaches to reconstruct the data from
summaries, which support this offline clustering. We tackled the observation
made by Wang et al. [61] that the offline phase may be superfluous in many
cases. With suitable parameters and offline clustering approaches, it is possible
to outperform the purely online CluStream as well as many competitors. How-
ever, it is also important to note that there is no universal solution that always
performs best. Although a generative reconstruction offers the best representa-
tion based on our evaluation, it does not necessarily lead to the best clustering
performance in all cases. It is sensible to treat both the offline reconstruction
and the actual offline clustering algorithm as additional constraints for evalua-
tion. Rather than using a single fixed offline approach specific to each stream
clustering algorithm, it instead is better to treat the offline phase as something
flexible where the same offline approach is either used for all strategies or the
performance is measured across a broader spectrum of offline strategies. In the
future, we want to expand the evaluation to more online summarization princi-
ples, especially those that include weight decay, an aspect that CluStream lacks.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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